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CERTAIN PROBLEMS IN THE PHYSICS OF THE MAGNETOSPHERE

(Translation of "Nekotoryye problemy fiziki magnitosfery. ")

[ A.I. Yershkovich, G. A. Skuridln, and V. P. Shalimov : ':

ABSTRACT /

• A review of experimental and theoretical _ ,dies devoted to analysis of physical
processes in the magnetosphere is presented, on ;Attention is focused the inter-

_ _:' relationahips among the most important geophysical phenomena in. the magneto-
i sphere: magnetic storms, r :roras, the radiation belts, and processes in the
_ ,_magnetie tall. Recommendations are submitted for future experiments that
_ are needed for development of a theory of magnetospheric phenomena. With I ,

table, 8 illustrations, and 158 source citations. _:
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CERTAIN PROBLEMS IN THE PHYSICS OF THE MAGNETOSPHERE* /3#

A.I. Yershkovich, G.A. Skurldin, and V.P. Shalimov

The idea that the sun emits clouds of quasineutral plasma
from time to time suggested to Chapman and Ferraro [i] that a
cavity enclosing the earth's magnet__c field is formed inside the
plasma stream. After Parker's hypothesis [2-3] of the more or
less constant solar wind found experimental confirmation in [4],
it became clear that this cavity, which was named the magetosphere
(the term was introduced by Gold [5]), also has a permanent exis-
tence. Figure i, which is borrowed from O'Brien's paper [6],
shows the general pattern of the earth's magnetosphere. I

The solar plasma produces various geophysicel phenomena iI,
the earth's magnetosphere. A number of discoveries have been made .
during recent years with the aid of rockets and satellites: the
radiation belts (S.N. Vernov et al. [7], Van Allen et al. [8]),
the plasmopause (K.I. Gringauz [9-10], Carpenter [ii]), the ring
current (Sh.Sh. Dolginov et al. [12], Cahill [13], Frank [14-15]),
and the magnetic tall (Ness et al. [16]). Study of the interac-
tion of the solar wind with the magnetic field of the earth and
the whole complex of interrelated geophysical phenomena that arise
as a result is the task of magnetospheric physics --a new field of
geophysics whose inception became possible chiefly as a result of /4
progress made in space and plasma-physics research.

Many survey papers _evoted to various problems of magneto-
spheric physics have recently been published [17-21]. Below we

*Paper presented at the Assembly of the Interunion Commission on
Solar-Terrestrial Relationships. London, 1969 (see Space Sci. Rev.,
1969, Vol. 10, 262).

IBelow we shall use O'Brien's classification [6] of the magneto-
spheric regions that are populated by high-energy particles, even
though it is not generally accepted. In accordance with this termi-
nology, particles belonging to the trapped radiation region (McIl-
wain parameter L < 6-8) are capable of completing at least a few
drift revolutions around the earth. Charged particles within the
magnetosphere that are unable for one reason or another to complete
a da0ift revolution around the earth belong to the auroral-radi_-
tlon region. Thus, this region includes the particles situated be-
tween the capture zone and the boundary of the magnetosphere (the
magnetopause) on the sunlit side and the radiation in the plasma
layer of the magnetic tall and cusp at the transition to the neu-
tral layer, regardless of whether these particles can oscillate in
latitude on quasitrapped orbits at great distances from the earth

- or are spilled into the atmosphere, where they cause auroras and
the associated phenomena.!

" #Numbers in the margin indicate pagination in the foreign text.

i'
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shall @well cnly on a few specific
problems : Section I is concerned _/._/_//_ l i.___
with various statements of the _1-'._///J /_

probl m of flnw of the solar plasma _/.//_------_ _"
around the earth and theoretical :_,>_",/II/. ._W_.L_"L ;f /_ ._f _-7_ ,."

models of the magnetosphere; Sec- _// ----_'"_,_"_i;.i _
t_on 2 is devoted to the problem of _ _ " ;-............
the ring current and the behavior "_ "

m

of charged particles during magnet- __(.__ic storms; Section 3 discusses the _r_'_.....-_--- • -
energetics of the most important
geophysical phanomena and certain -...4..-...--.-_-2X
ways in which solar-wind energy is

transferred into the magnetosphere; Figure i. General Pattern
in the conclusion, a number of pos-
sible space experiments are examined of the Magnetosphere Ac-

• cording to [6], Illustrat-

I. Flow of the Solar Wind Past the ing the Terminology Used :_
Magnetosphere and Theoretical in this Review. i) Region -_

' of solar wind- 2) front of :
Models of the Magnetosphere

collisionless shock wave;
3) transitional region;

The development of a quantita- 4) magnetopause; 5) neu-tive theory that gives a satisfac-
tory description of the solar-ter- tral point; 6) magneto-

' sphere; 7) trapped radia-restrial relationships requires
solution of the problem of flow of tion zone; 8) auroral ra-

diation zone; 9) plasmathe solar plasma past the geomag-
netic field. Here it is necessary layer.
to take account of collisionless
dissipation, which determines the nature of the interaction be-
tween the plasma and the magnetic field. This problem is essen-

• tially nonlinear and very probably will not be solved in its com-
plete form in the immediate future. However, even the analysis
of greatly simplified models in which many interesting phenomena
are excluded in advance contributes substantially to better under-
standing of the problem of the solar-terrestrial relations• Thus,

, even the solution of the two-dimensional problem (in which plasma
impinges on a plane magnetic dipole), which does not consider
either the magnetic field frozen into the plasma or the thermal
motion of the plasma particles [22], has brought out many char-
acteristic features of the flow around the geomagnetic field and
suggested the possible existence of the earth's magnetic tail,

which was later discovered by Ness et al. [16].

.'._. Most of the papers devoted to determination of the shape of "
the magnetosphere's boundary do not leave the framework of the ._

i, 1 following formulation of the problem: a) there is no plasma in- _. ,-

, _ side the magnet osp _here (pressure is created solely by the mag-
netic field, P = B_/8_) and the magnetic field has a specified

_ singularity at the location of the magnetic dipole ; b) there is
no magnetic field outside of the magnetosphere, and the particles
of the free-molecule flux participate both in a directional motion

t
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along the sun-earth line (a dynamic pressure Pd corresponds to
this motion) and in a thermal motion (related to the Isotropic

pressure P0); in particular cases, either P0 = 0 or Pd - 0; c) the

transitional layer between the plasma and the magnetic field is
assumed infinitesimally thin, and reflection ef particles from
the boundary is assumed to be specular. Then the boundary con- '_
dltlon at the unknown interface can be written

Po -F Pe¢os*0 = B2/8a ,fee -_- _<0 _< u,
(d_me

Po = B_I8n _ 0 <_ 0._ _12 :_

( ,,,_ht fide)

(here e is the angle between the directional velocity of the
: stream and the outer norms1 t_ the surface of the magnetosphere).

This problem is, of course, nonlinear, since the magnetic field
created by currents on the unknown boundary appears in the bound-
ary condition. A solution of the two-dimensional problem can be

obtained in analytic form in the case Pd # 0, P0 = 0 (using a _

conformal-mapplng method [22]) and in the case Pd = 0, P0 # 0

(dipole immersed in an equilibrium plasma [237). A solution of

a more general two-dimensional problem with Pd # 0 and P0 # 0 was /5

obtained in [24] with certain hypotheses regarding the nature of
the directional particle motion.

There are several approximate methods for determining the
_ shape of the magnetosphere's boundary in the three-dimensional

case in the formulation considered above: the method of moments

: [25-26], the method of the free surface [27-28], and the self-
consistent-field method [29-31] (see also the review [32], in
which these methods are discussed). Although they yield approxi-
mately the same shape for the boundary of the magnetosphere on the
daytime side, the shape of the earth's magnetic tall cannot be ob-
tained in natural fashion in the above formulation of the problem,
and it is necessary to add a current layer artificially on the

:. night side to obtain agreement with magnetic-field measurements

i made in the tail [33]. _

:. Consideration of the interplanetary magnetic field [34] is
an important advance, since a relation is observed in experiments
between variations in the direction of the solar-wlnd magnetic
field and the occurrence of various g_ophysical phenomena (for
example, the transition from the initial phase of a storm to the
principal phase [35-36]). However, most papers that take account
of the magnetic field frozen into the solar-wlnd plasma are of
hypothetical nature, e.g., [37-39]. Attempts to take the inter-

planetary magnetic field into account consistently were made in i

[40], where the system of quasihydrodynamic equations is solved by , il

1975005635-007
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successive approximations, and in [41-42], which were devoted to
a_rodynamic calculation of the flow around a uagnetosphere of

:- specified shape.
f

Together with experimental research in space and the solution
(chiefly with the aid of modern computers) of flow problems that
reflect actual conditions more and more completely, there is one
more approach with which significant progress in the physics of
the magnetosphere can be made: laboratory modelling.

, Here• however, it is necessary to preserve similarity cri-
teria. The system of dimensionless parameters on which the solu-
tion of a flow problem may depend was investigated in [43, 43a].

i Accurate modelling with respect to all dimensionless parameters
t

was found to be impossible in principle, although it is admissible
_ to model the flow around the magnetosphere with respect to certain

determining parameters, leaving the modelling approximate for the
other dimensionless parameters _which are small in space and on
which, therefore, the solution does not depend strongly). "'

Although there have already been rather many experimental
studies in which the flow of the solar wind around the earth's
magnetosphere has been modelled in the laboratory, it appears that
the necessary similarity relations corresponding to the conditions
of collislonless flow were adhered to only in the experiments of

' • I.M. Podgornyy et al. [44-46]. Thes_ experiments were performed
with a two-dlmensional magnetic dipole, and the plasma stream was
characterized by the following parameters: concentration n _ 1013
cm -3 electron temperature Te _ 15 eV, velocity of stream v

3 ' 10 7 cm/sec, magnetic field frozen into the plasma at B _ 30 :
Oe. The following requirements ar_ then satisfied: a) the mag-

netic Reynolds number in the experiment Re m _ i0 _ >> i (in space •

Rem _ 1012 ), i.e., the conditions for formation of the magnetic!
cavity in the stream are satisfied; b) directional velocity of
stream 7-8 (in space, 8-10) times the velocity of ion sound and

i 8 times (as in space) the velocity of magnetic sound; c) free path
: i0 times the characteristic dimension of the system (in space,

_: _i03) ; d) the radius of curvature in the plasma-magnetic-field
boundary layer is much smaller than the dimensions of the layer

< for electrons and of the same order as these dimensions for ions.

_ The experiment established the formation of the magnetic _
_i cavity in the plasma stream (the intensity of the magnetic

field

I at the cavity boundary was 300-500 Oe), the existence of a de-tached collislonless shock wave and a transitional region between

I the plasma stream and the dipole magnetic field, and the formation :of the magnetic tail (the field intensity changes sign on passage /6
across the neutral layer, passing through zero), with the plasma ,
concentration in the neutral layer of the tail at 5 • l0 _2 cm-_ ,
which is only half the free-stream concentration.

5

Y

1975005635-008



_- 'J._L
j.

Figure 2. Meridional Section Through the Magnetosphere along the
Earth-Sun Line in the Mead-Williams Model [33] (Distances Indl-

cated in Earth Radll). RS is the geocentric distance to the sub-

solar point on the magnetopause and Rn and Rf are the distances
to the boundaries of the current layer in the tall of the magneto-

sphere (magnetic-fleld intensity in the tall BT - 15 y); also in-

dicated are the latitudes at which the lines of force of the mag-
netic field cross the surface of the earth.

Figure 3. Merldlonal Section Th_'ough the Magnetosphere along the
Earth-Sun Line in the Hones-Taylor Model [49] (Distances Indl-

•cared in Earth Radii). _E is the magnetic moment of the terres-

trial dipole and _I is the magnetic moment of the imaginary (image)

dipole; the heavy llne in the tall of the magnetosphere corresponds
to the current layer; the latitudes at which lines of force of the
magnetic field cross the surface of the earth are indicated.

Let us now consider theoretical models of the geomagnetic
field that are composed of a field of internal terrestrial sources
(which is often assumed to be a simple dipole field) and the field
of the currents that arise when the solar wind flows around the
magnet osphe re.

Confining ourselves to consideration only of the currents
flowing along the boundary of the magnetosphere, and using the

• magnetopause _hape found in [29-30], Mead [47] determined the _
coefficients in the series expansion of the surface-current mag-
netic field in spherical harmonics from the condition that the re-
sultant magnetic field vanishesoutside the magnetosphere. However,
in order to describe the shape of the magnetic tail, it was neces-
sary to introduce an additional field of a certain homogeneous
current [33] flowing in the equatorial plane on the night side /7 :
(perpendicular to the plane of the midnight meridian) beginning

' at geocentric distances of 8-10 earth radii. Figure 2 shows the

t
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geomagnetic-field force lines _ to

calculated from the Mead-Wil- __'"'__'_
liams model [33] in the plane

of the day-night meridian. __
There are four parameters in - ,_"_-_this model: RS, the geocentric

distance to the subsolar point _ _I__
on the boundary of the magneto- 4.___ -Z _],_o }_._

sphere; Rn and Rf, the minimum __ /_J __//._--__gl///and maximum distances to the

•, current layer in the tail; BT, __/
the intensity of the magnetic
field _n the current layer. If

Rf is made sufficiently large Figure 4. Force Lines of Geo-
(for example, Rf = 200 • RE; magnetic Field in the Plane of

RE is the earth's radius), there the Day-Night Meridian Accord- ,ing to Measurements on the IMP- ":
remain only three parameters, l, 2, an'd 3 Satellites [52]
and we ;an assign them (in ac- (Distances Indicated in Earth
cordance with experimental Radii). The numerals indicate
values) to obtain the distribu- the latitudes at which they cut
tion of the magnetic field in the surface of the earth; the

: the magnetosphere at a given light closed lines correspond
time. Variation of the param- to lines of force of the undis-
eters in the Mead-Williams turbed dipole field.
model showed that the best

: agreement is obtained oetween
the distribution of the magnetic field in this model and synchro-

neus-satellite magnetic measurements (_6.6 RE ) at RS = 10.7 RE,

R = l0 RE, B T = 10.5 Yz_ n

The Hones-Taylor model [48-50] is often used (see also [51]).
In this model (Fig. 3), the boundary-current effect is simulated
with the aid of an imaginary magnetic dipole placed between the

J sun _ud the earth. The parameters of this model are the ratio of
the magnetic moments of the imaginary and terrestrial dipoles (_30-

40) and the distance between the dipoles (_40 RE). A current •

'_ layer 0.5R E thick is added to describe the field in the tail [49].
%
#

The Mead-Willlams and Hones-Taylor models are discussed in
detail by Roederer [51]. Both models describe satisfactorily the
general distribution of the magnetic field in the magnetosphere,
the compression of lines of force on the daytime side, their elon-
gation on the night side, and the appearance of the neutral points.
For comparison, Fig. 4 shows the pattern constructed by Fairfield i
[52] for the magnetospheric lines of force on the basis of IMP-l,
2, and 3 satellite magnetic-field measurements. Although the
agreement between direct measurements of the fields in the magneto-
sphere and predictions based on the theoretical models is in

7 _
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general satisfactory, there are also cert'_dn discrepancies. Thus,
the points of intersection of the lines of force with the _lar.e of
the equator are found to be farther from the earth than according
to the Mead-Willlams model (the agreement is good to distances of

6-TRE, but deteriorates with increasing distance). The latitude
at which force lines passing near a neutral point cut the surface
of the earth is found to be lower (_78 °. see Fig. 4) than in the
Mead-Willlams (_82 °) and Hones-Taylor (_!°) models. If the bound-
ary of the magnetosphere is quite close to the earth, the Mead-
Williams model is evidently invalid [51]. Thus, fez example, with

RS = 6.6R E and BT = 35Y _, this model gives 210 y for B at the sub-

solar point, a value much larger than that measured by a synchro-
nous satellite [52] as it crossed the magnetopause.

The basic deficiency of these models is the artificial addi-
tion of a current layer in the tail with a sharp inner edge that
produces the fictitious neutral line on the night side. Mead [47]
calculated the surface currents in the magnetopause without con-
sideration of the tail current. Addition of this current dis-
turbed the original self-consistent pattern in the calculation of
the boundary of the magnetosphere and the geomagnetic field and caused
deterioration of the agreement with the real distribution of the
fields on the daytime side. _Irther, neither model takes account
of the rlng-current field, and they assume that the earth's magnet-
ic moment is perpendicular to the plane of the ecllpt!c (which
precludes study of the diurnal and seasonal variations of the
fields). It is very difficult to take account of this inclination
in the Mead-Williams model. This is much simpler in the i{ones-
Taylor model [54-55], but in this case there is little physical
Justification for the model itself.

Needless to say, a model of the magnetosphere that is free of /8
these deficiencies must still contain a limited number of time-de-
pendent measurand parameters if it is to be useful. The develop-
ment of such a model is an urgent problem of magnetospheric phys-
ics. It is needed for adequate description of many geophysics/
phenomena: trapped and auroral radiation, convective motlon of the
plasma, propagation of hydromagnetic waw-, etc. (for details see
[51]). It is known that McIlwain's coc_ o[nate system [56] becomes
inapplicable for L > 7 because of wide departures of the real mag-
netic field from the dipole field. The iafluemcewh!ch distortionsof
the magnetosphere caused by a symmetrical ring current and the pre-

_- sence of the boundary on the daytime side have on the (L,B) coordinate
system was taken into account in [57] (t_, field in the tall was
not, so that these results are Inapplicable on the night side).

. It was found ti_at certain effects that were observed by Explorer
12 and interpreted in the usual (i, B) system as a manifestation
of radial diffusion across the magnetic fie)d ("diffusion waves")

: zIt was assumed in the calculation of [51] that Rn/R E = 10-0.06
(BT= lO);af- 2oosE.

8
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vanished in a modified coordinate system that takes account of
magnetosphere distortion. What was apparently observed in this
case was motion of particles together with the lines of force,
rather than their transport across the lines of force.

Thus, an adequate model of the magnetic field is of extreme
impor_m_ce for differentiation of adiabatic from nonadiabatic ef-
fects of particle motion. If the field inside the magnetosphere
is known with sufficient accuracy, a new coordinate syster: s_,it-
able for study of charge4 particles f_r from the earth can be con--
structed. Such a system was proposed by Roe_erer (see [51]). The

invariant coordinates are K = I2B m apd L =-2_g/¢ (here Bm is the
field intensity at the reflection point at a particular point in

I( a_s,,.,....time and/= _---E_-,)a_is propo.'tlonal to the second invariant; M
is the magnetic moment of the earth, and $ is the magnetic flux
across the drift surface of the particle). The values of the real
magnetic field are used in calculating K and L. Thus, as soon as
a convenient theoretical model of the magnetosphere is created,
it will be possible to describe the time variations of the par_,i-
cles at large distances from the earth, Just as this became pos-
sible in the inner regions of the magnetosphere on introduction
of the McIlwain coordinate system [56]. Perhaps it would be ad-
vantageous to represent the magnetic field in such a model with
the aid of Euler potentials [58-60], glnce this would greatly
simplify the procedure of determining the drift velocities, drift
shells, etc.

Electric fields with intensities e > l0-s V/cm strongly In-
fluence the motion of particles with energies <2 keY [51], since

vE >.vM for such particles (vE is the electrical drift velocity

and vM is the drift velocity in an Inhomogeneous magnetic field).

It appears that even particles with energ/es of a few tens of kilo-
electz_n-volts (and less) are affected by electric fields in the

_ magnetosphere [62]. Until recently, there had been no direct
: _easurements of the electric fields in the earth's magnetcsphere.

;_ However, such fields may arise as a result of convective plasra
!,, motions [63] or from other effects (see, for example, [6_]). For
_. this reason, various models of electric fields in the earth's

i_ magnetosphere were discussed in [65-67], and the drift trajectories
of charged particles with various energies in the pre,_Jence of an
electric field were found in [49-50, 68].

If the plasma Is.ldeally conductive (,+_xjr_=0),
the lines

of force of the magnetic field and the lines of flux lle on equl-

surfaces (ct---_,XB=--,==grad,). If, therefore, it somehowpotential

becomes possible to construct the system of convective plasma
motions in the magnetosphere, it will be possible to find the /9

9
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distribution of electrical potential. Axford and Hines [63] con-
structed a convectlve-motion system based on a quaslvlscous-!nter-
action mechanism Letween the stream of solar plasma and the p!_';ma
in the magnetosphere, and extended it alon_ the maKne_ic lines of
force (which are lines of ¢ = const) into the ionosphere.

It was established experimentally in [69] that the plasma in
the transitional region flows almost tangentially to the boundary;
hence it also follows from continuity of the mass flux density J
across the interface that the normal tempo _nts of plasma velo-

city vanish on either side of the boundary; Vln = V2n = O. If we
assume that the normal component B of the magnetic field at then

boundary of the magnetosphere is nonvanishing, it follows from
continuity of the energy and momentum fluxes (see ['TO]) that the

: tangential components of velocity (Vtl = vt2) and the magnetic

• field (Btl = Bt2) are discontinuous; in magnetohydrodynamlcs, such .;
4

discontinuities are called contact discontinuities However, the :t .,

presence of the magnetic-field discontinuity at the boundary of

the magnetosphere (Btl - Bt2 = (4_/C)Is, where Is i_ the density

of the surface current) must be regarded as a firmly established

fact, at least on the daytime side [71], so that Bn must obviously

vanish at the boundary of tne magnetosphere in the statlona_
state (provided that these phenomena can be described with the ,_-:d
of magnetohydrodYnamics). At the interface, therefore, we have J =

= 0, Bn 0; in this case, it follows from the magnetohydrodyna-.-c

equations that, generally speaking, B,,--B,2---0: r,.--_-,__--=0 (see [70]).

Such a discontinuity is said to be tangential. Hence it foilow_
that the direction of the plasma convective motions assu.-ed by ' _
Axford and Hines [63] is a possibility. References to experimental
observations of convection of this type will be fotmd in [72-74_
(in [74], measurements of the >50 eV ion flux showed that the di-
rection of this flux is practically the s_,_e on either side of the
daytime boundary). A convection system similar to that of [63]
can be obtained from a model in which the lines of force of _.he
terrestrial and interplanetary magnetic fields merge 3 (Dur.gey [3"_).

Transport of the system of currerts from the ionosphere :....
the lines of force 8 also makes it possible to sketch out the pat-
tern of the convective motions in the magnetosphere [4_ 1_4], [-,._j , . • .a.

the uncertainty in the assumed conductivicy values precludes deter-
mlnatlon of the potential ¢ with sufficient accuracy. Another
method based on measurements of the plasma-p]asmapause density
Jump (which was discovered by K.I. Gringauz et al. [4, _ ] ;
see also [i0], and Carpenter [ii] and is situated at L _ 3-t_),

; SThis model requires Bn # 0 on the boundary of the magnetosphe_ _
and evidently cannot be described by the magnetohydro_Ivnamic equa-
tions if J = O.

i0

q

I

J <3
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was proposed by Brice [b6].

It is known [61] that the motion _2_2-;i_--_--'-_
• of low-energy charged particles in 2- _ ___.1__...._-----___

r _he equatorial plane of the ma,gnetic _c_-____--" _-_--

eous interplanetary magnetic field
and a homogeneous electric field

(parallel to the plane of the equa-- ___tor) is accompanied by formation of
_ a forbidden region into which parti-

cles arriving from infinity cannot
penetrate. Nishida [65] proposed Fig. 5. Lines of Plas-
that the separatrix bounding the for- ma Flux in the Equatorial
bidden region for thermal particles Plane of the Magnetosphere
might be identified with the plasma- as Obtained in [66]. The
pause. _ Figure 5 shows the convec- potential difference be-
tion scheme obtained by Brice [66] 5_een solid lines is 3 kV,
wi_h c_nsideration of the fields in- and that between dashed

duped by the earth's rotation. The lines is I kV. The last
last closed equipotential line cot- closed dashed line corre-
responds to the position of the plas- sponds to the position of
mapause according to [75]. This con- the plasmapause according

_ vection system is evidently in satls- to the measurements of
' _ factory agreement with ground obser- [75]; the numerals indi-

vations (for example, observations cate local time.
_ of the motion of auroral arcs) and

with direct satellite measurements
of low-energy particles [74, 76]. It also enables us to explain
certain features of the motion of high-energy particles. Thus,
the morning-evening asymmetry of the fast-electron flux can be ex-

plained as due to coincidence of their magnetic drift with the /l___O0 _
direction of the electric field on the daytime side aud their
antlcoincidence on the night side. As a result, the highest

i electron fluxes will occur on the morning side. For protons, on

i the other hand, the highest fluxes should be observed on the
: evening side, in approximate agreement with the measurements of

[77].
f

i The dense plasma (_i02-i03 cm-3) within the piasmapause may
be of ionospheri_ origin, while in more remote regions of the mag-

!_ netosphere (densities i-i0 cm-_), plasma may penetrate directly

i from the tail and, in the final analysis, from the solar wind [66,68]. As a result of the polar wind, plasma from the ionosphere
should also find its way onto the open lines of force that run
out into the tail of the magnetosphere'(Banks and Holzer [78]).

<

_Recent measurements of the electric fields in the magnetosphere

(see [156]) failed to confirm this hypothesis, and this problem
therefore requires detailed study.

IE ......./ .............. l *
z
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Brice [66] showed that the position of the plasmapause should
be sensitive to variations in the electrical-potential distribution,
and that accurate measurements of its configuration (with the aid
of satellites or based on the propagation of atmospheric whi_tlers)
could become an effective method for study of the large-scale elec-
tric fields in the magnetosphere.

2. High-Energy Charged Particles in the Earth's Magnetosphere, and
the Problem of the Ring Current

O'Brien's proposal [6] that the regions of the magnetosphere
populated by high-energy charged particles be divided into zones
of trapped and auroral (or, according to [79], unstable) radiation
(see Fig. i) appears highly useful. According to O'Brien [6], the
auroral plasma may have a kinetic-energy density pv2/2 (where p is "
the density and v is the average particle velocity) on the order s
.of the magnetic-energy density B2/8_.

This concept is somewhat broader than the notion of quasi- "_
trapped radiation that was introduced by Roederer _80] for parti-
cles that are not capable of completing a drift revolution around
the earth because of splitting of the drift shells in the outer
magnetosphere (Fig. 6). However, the impossibility of prolonged
drift in longitude remains the basic characteristic of the auroral
particles. It appeared at one time that the essential feature of
the auroral radiation should be a pitch-angle distribution dif- :
ferent from that characteristic for the trapped-particle zone.
However, this applies only for spilled particles. And the auroral
radiation is also conceived of as including particles of the plasma
layer of the tail and the outermost radiation belt [4, 81-$2],
which has a sharp inner boundary at practically all longitudes
[83-84]. In addition, particles with pitch angles _90 °, which
drift in the peripheral regions of the magnetosphere along lines
of equal intensity B that do not close around the earth, may also /ii
be included in the auroral radiation.

The basic problems in study of the auroral radiation are its
origin, the mechanisms of particle acceleration, and the role of
the auroral particles in the excitation of auroras and were dis-
cussed in detail in O'Brien's review [6]. It is appropriate to
dwell on the possible magnetic effects.

It has been observed that augmented charged-particle fluxes
in the auroral-radlatlon zone are accompanied by magnetic-field
disturbances. Thus, "islands" [85], "bursts" [86], and fluxes of
spilled particles become more intense on local decreases in t_le
magnetic field in the tail of the magnetosphere [87]. With the
development of a magnetic bay, the flux of spilled electrons in-
creases with the disturbance and decreases as it decays. The

! SFor the trapped radiation, pv2./2 << B2/8w, and in interplanetary

i pace pv2/2 >> B2/8_.
• | 12
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plasma fluxes in the tail vary in the
opposite direction [88]. During magnet- _" _'---_"

J ic disturbances, the auroral zone ex- __(//_'

pands and its southern boundary is
shifted equatorward [89, 90]. Simul- J0- " _.

taneously with the development of mag- ___netic disturbances, the boundary of the
plasma (and neutral) layer in the tail __'

: of the magnetosphere moves closer to the __
earth. In a number of papers (see, for
example, [91] and its bibliography), it _" '_"
has been suggested that a current flows
in the region of the auroral radiation

near the boundary of the trapped-particle u" n- io-
zone and is responsible for the main

; phase of the magnetic storm There is Figure 6 Position
as yet no experimental verification of of Quasltrapped-Par-
this hypothesis. There are, however, tlcle Zone in the
indications (see, for example, [92]) of Mead-Williams Model
the existence of two different ring cur- According to [80].
rents. Two parts are distinguished in i) Region of non-

. the field of the ring current DR (on the closed lines of
basis of the rise and fall rates of the force; 2) trapped-
main phase): a fast part DR-I and a slow radiation zone; 3)
part DR-2, with the amplitude of DR-I quasltrapping zone;
much greater than that of DR-2 for strong particles having re-

' storms. In Obayashi's interpretation flection points with-
[93], the currents that cause the varia- in this region do not
tions of DR-I and DR-2 should be situ- complete a full'drift
ated near the earth _at a distance of revolution around the
a few earth radii) and in the outer mag- earth; geocentric dis-

_ netosphere (and perhaps also in the tances in earth radii
tail), respectively, and geomagnetic latl-

tudes are indicated.
_ The ring current in the trapped-

radi_tlon zone, whose existence had been
_ suggested many years previously, was detected in Frank's exp_rl-

ments [14, i5]. At the same time, attentio_ is drawn to the close
relation between the development of DR currents and polar sub-
storms [94]. It is shown In [95] that there are pulsewise inJec-

i tions of energy into the ring current that exhibit a time depen-
dence similar to the course of a DP substorm but lagging slightly

I behind it. This that the particlessuggests hlgh-energy respon-
/ sible for DR-I and DR-2 have a single common source s and appaar
_ suddenly. It was accordingly propos,_d in [963 that the sudden /__l_

onset of the main phase of the DR-I storm is determined by the
current of the auroral particles that caused the DP sub_torm.
Then, under the influence of the electric fields induced by this
current, particles are injected at high latitudes into the trapping

6Accordlng to the concepts advanced in [95], the source of these
particles is the plasma layer in the tall of the magnetosphere,
and the cusp in particular.

13
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zone, with the resulting development of the DH-2 ring current,
which makes a substantial contribution to the DR field, becoming
symmetrical during the recovery phase of the storm and dropping
off much more slowly than DR-I.

Recent observations tend increasingly to confirm that polar
storms are the key factor [97] in the development of magnetic
storms. It is concluded in [98] that a symmetrical ring current
develops during a severe storm out of a sequence of currents that
arise in the evenlng-to-night sector of the magnetosphere as a
result of polar storms.

The problem of the ring current as the factor responsible
for the main phase of the magnetic storm has recently come under

: experimental and theoretical study (see, for example, [99]). The
: possible existence of this current was indicated by measurements

from the spacecraft Luna 1 and Luna 2 [12], Explorer 6 [i00],
Electron 2 and Electron 4 [I01], and Explorer 12 [13]. However,
pending direct measurements of the fluxes of electrons and pro- '
tons with energies from 200 eV to 50 keY on L _ 3-8 (Frank [14, 15]),
it was not possible to explain the decrease in the magnetic field
that is observed during the main phase of a storm (see, for ex-
ample, [i02]).

Definite progress has now been made in self-consistent calcu-
lation_ of the ring-current magnetic field for various particle
pltch-angle distributions (see [92, 102]). However, the magnetic
effect of the ring current at the earth's surface does not depend
on this distribution. Thus, it was shown in Sckopke's paper [103]
that Dessler and Parker's relation [104]

._ AB_ 2 v

(Beo is the equatorial magnetic-field intensity at the earth's sur- i

face, Beo is the decrease in the field at the eq' _tor, uT is the i.

total energy of the undisturbed magnetic field outside of the
earth's surface, and u is the total particle kinetic _nergy) is _
valid for an arbitrary particle pitch-angle distribution. The
derivation of this relation with the virial theorem and a further
generalization will be found in [105]. Thus, there exists a simple
relation "etween the total particle kinetic energy in the ring cur-
rent anC the decrease in the magnetlc-field horizontal component

at the equator on the earth's surface: _ ABe0 (in gammas) = 2.5 •
•_ • 10-=lu (in ergs).

_%ne particle energy density required to lower the horizontal field
component at the surface of the earth ABe0 _ 100y may, in a certain
region of space, be found comparable to the geomagnetic-field ener-

! gy density BZ/8_. In this case, self-consistent calculations are
necessary' (see [102]). '_

14 _
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At the same t_me, such problems as particle injection and
(or) transfer of energy into the ring current during the main
phase of the storm, the decay of the current and its dissipation
during the recovery phase, and the relation of tbe DR current to
processes in the auroral radiation zone and to various other geo-
physical phenomena require further study.

Analysis of the effects of magnetic-storm-type disturbances
on high-energy particles in the trap zone is important both for
solution of these problems and for clarification of the questions
that remain open as to the origin of the trapped radiation and
the mechanisms of the acceleration and loss of particles. One of
the first mechanisms to be studied was that in which the trapped
radiation originates as a result of beta decay of albedo neutrons
(S.N. Vernov [106], Singer [107], and Kellogg [I08]). Further re-
search indicated (see, for example, [I09]) that only the forma-

_ tion of high-energy (Ep _ 50 MeV) protons at small L near the
plane of the eouator can be explained in this way. The attention /13
of investigators was tben drawn to a diffusion mechanism -- the _"
transport of trapped particles across geomagnetic-field drift
shells as a result of violation of the third adiabatic invariant
(the invariant of the flux _,), accompanied by betatron accelera-

" tion of the particles ill0-113]. "Sudden impulses" of the geo-
magnetic field that occur on solar-wind pressure changes are now

! regarded as the basic cause of this transport (see [20]). Study
of particle diffusion under the action of various types of elec-
tromagnetic impulses by numerical methods ill4-116] and compari-
son with experimental data on protons with energies of _I00 keY
and more have shown that this transport mechanism is apparently
not effective enough to create an external proton belt. 8 As for
the electrons, the velocity of their transport as calculated from
the diffusion theory is usually 1-2 orders below that obtained
empirically from analysis of experimental data (see, for example,
[117]). Consideration of the electrostatic fields associated with

_ convective plasma motions in the magnetosphere makes it possible
to obtain a transport velocity an order higher than that for the
magnetic disturbances [118]. The motion of the charged particles
may also be influenced strongly by electric fields directed along

magnetic lines of force (which arise when the finite conductivity i
of the plasma is taken into account).

Thus, the problem of the origin of the trapped radiation, in-

_ cluding identification of the particle-acceleration mechanism, re.. ._
main_ unsolved. Transport of charged particles in the trapping

8We sh6uld note, however, that this conclusion is based on a com-
paratively small amount of experimental material, so that a final

_: judgment as to the effectiveness of this transport mechanism must ,
_ await simultaneous measurements of the intensity of particles with i

i constant magnetic moment on various L shells near the plane of the i

geomagnetic equator, i i

i5 ,_
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zone during the recovery phase of a storm was examined in [91]
with conservation of all three adiabatic invariants. The trans-
port velocity was found to be much higher than that predicted by
the theory of diffusion under the influence of sudden impulses.
Such transport of electrons with E > 160 keV wa_ recorded duringe
the recovery phase of a magnetic storm in IMP-I measa_ements [119].
An increase in the flux of these electrons, which was especlally
strong on the night side of the magnetosphere, was recorded over
the entire trapping region all the way to the auroral-radiatlon
zone, and reached a maximum toward the end of the storm.

Fo_ lower-energy electrons (Ee > 40-50 keV), the long-estab-

lished distinct correlation with magnetic activity is characteris-
tic: their fluxes seldom decrease during the principal phase of a
storm, and increase during the recovery phase [82, 120]. During

magnetically quiet periods, the intensity of electrons with Ee >
> 40 keV reaches a maximum near the night boundary of the trapping
region [121].

• In the aggregate, the experimental data suggest that the
origin of these particles is closely related to the auroral zone

' and that their acceleration is most effective during magnetic
storms. 9 On the other hand, note should be taken of an increase

in the electron fluxes (Ee > 230 keV) during the recovery phase of
a storm on shells with L _ 3 and their subsequent transport into
the regions of small and large L [123]. It appears that the source
of these electrons is situated in the ionosphere or in the plasma-

i0
pause.

The behavior of trapped protons during magnetic disturbances /14
has also been studied extensively [15, 97, 120, 125, 126].

Significant experimental material has now been accumulated
} in favor of the operation of several partlcle-accelerating mecha-

nisms in the magnetosphere. The most thoroughly studied mechanism
is acceleration with conservation of the adiabatic invariants of
the motion of the charged particle in the magnetic field (see, for
example, [127]). In a number of studies [97, 122, 126, 128], how-

: ever, reference is made to the existence and importance of :

9A new concept, that of the magnetospherlc _ubstorm, is discussed
in [122]. This is a large-scale, quasiperiodic (with a period of
2-3 hours) increase in the fluxes of hlgh-energy trapped and

i spilled electrons, accompanied by polar substorms, auroras, and
disturbances in the magnetic tail. The magnetic storms and mag-

• netospheric substorms are apparently of common origin [98], al-
though the latter are not related to the formation of a closed
ring current, i_

?

Z°The possibility of acceleration of trapped electrons during !_
variations of the ionospheric currents was treated in [124]. ._

16
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nonadiabatic effects, which must be among the subjects of future
research.

3. Mechanisms of Transfer of Solar-Wind Energy into the Magneto-
. sphere

The expenditure of energy on the geophysical phenomena asso-
ciated with flow of the solar wind over the earth's magnetosphere
is usually _1018-1019 erg/sec (see, for example, [6, 93]). This
energy is expended on auroras _ (_I018 erg/sec), on Joulean and

• 18

viscous dissipation in the ionosphere (52 l0 erg/sec) [130]_
and on formation of the ring current during the magnetic storm I
(_1019 erg/sec). The total kinetic energy of the trapped radia-
tion is _1022 ergs (see [6]), so that the latter cannot be re-
sponsible for these phenomena and is itself developed as a result
of the processes associated with flow of the solar plasma past the
magnetosphere. It can hardly be doubted that the main source of

_ the energy of these geophysical phenomena is the solar wind. Its
energy flux density is usually on the order of i0-i erg/cm2sec
(concentration n _ 5 cm-_ velocity v _ 300 km/sec), and may reach
a maximum of l0 erg/cm2sec (at n _ l0 cm-3 and v _ 1000 km/sec).
Consequently, the total influx of energy to the entire surface of

the magnetosphere (with radius _30R E) is _102°-1022 erg/sec. A1-

,_ though the mechanism of quasiviscous interaction between _he solar
wind and the magnetosphere, which is supposed to give rise to con-
vective motions, remains unclear, the upper limit of the power
transferred into the magnetosphere 13 can be estimated from the
velocity of convection in the magnetosphere at l02° erg/sec [130]
or _1% of the maximum power carried by the solar wind). This ex-
ceeds the usual expenditure of energy in auroras and magnetic

_Very strong auroras may require a much larger influx of energy.

According to an estimate [129] for the aurora of ll^February 1958,
the luminous energy in the red oxygen line at 6300 _ was 5 • l0 z
ergs only at low and middle latitudes (between -60 ° and +60 ° of

! geomagnetic latitude) on the night side, or 5 times the total
energy of the average geomagnetic storm.

12The particle energy required to lower the horizontal magnetic-
field component by 200 Y is on the order of i023 ergs; formation
of the ring current takes place within a few hours, i.e., the
energy expenditure may reach _i0 _9 erg/sec.

i l_It appears that the relation of the solar wind flowing around
the magnetosphere to the convective motions of the plasma within

;; the latter (which occurs as a result of momentum transfer across

i the magnetopause) is more direct than the relation to the aurorasand the ring current, so that estimation of the transferred power
from the convection velocity in the magnetosphere appears reason-
able (see also [42]). We might also propose, following Axford and
Hine_ [63], that the convective motions may ultimately lead to the
appearance of the auroras and the ring current.

17
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storms, so that the solar wind can be regarded as the main source
of energy for the most important geophysical phenomena.

But how is energy transferred within the magnetosphere? Direct
exchange of cbarged particles is, of course, difficult, unless ac-
count is taken of an interplanetary magnetic field frozen into the
solar-wind plasma. But even in this case there are a number of pos-
sibilities. B.A. Tverskoy [131] showed that the drift trajectories
of particles in the equatorial plane, coinciding with lines of

equal intensity B = const, energe at B < BS into a thin boundary

layer between the geomagnetic field and the solar wind (BS corre- /15
sponds to the field intensity on the separatrlx that bounds the
drift trajectories that are closed within the magnetosphere).
Figure 7 shows B = const contours according to IMP-l, 2, and 3

satellite measurements [52]. Along contours with B < BS, transi-

tional-region particles drift onto the night side all the way out
to L _ 7, from which they may be spilled into the auroral zone if _
for some reason their pitch angles are reduced, l_

Another possibility in-
y _o volves transfer of energy and

momentum by various types ofwaves Axford [ 3_] believes

__i!o__\lU_11_ ' thatmagnetoacousticwaves

"_ _-_107 penetrating across the mag-
netopause transfer the momen-
tum necessary to create con-
vection in the magnetosphere;

a0T the power that they trans-
--_ fer may reach _10 .9 erg/sec.

x 8 _ o -_ -s -IZ -II-_ Reference [134] considers
waves with frequencies on the

Figure 7. Lines of Constant Geo'- order of the proton cyclotron
magnetic-Field Intensity in the frequency generated as a re-

sult of instability at theEquatorial Plane Constructed Ac-
cording to IMP-l, 2, and 3 Meas- boundary of the magnetosphere.
urements [52]. Geocentric dis- Resonance interactions with

these waves result in rapidtances in earth radii and values
of IBI in gammas are indicated; diffusion of particles across

• I) magnetopause, the magnetic field and a large
i momentum transfer. The effec-

tive viscosity is found ap-
proximately equal to that necessary to sustain convection [63]
Energy transfer in a colllsionless plasma by scattering of particles

_Numerical calculation:: of particle trajectories in [132] showed
that particles can penetrate into the magnetosphere if there is a
tangential component of the gradient of B on its boundary (such
calculations are needed because the conditions for applicability
of the drift theory are v_olated on the boundary).
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on magnetic inhomogeneities was studied in a one-dimensional model
in [135]. It was found that the effective velocity of diffusion
across the magnetic field may exceed the classical value by a fac-
tor of l06 .

The presence of the interplanetary magnetic field enables
particles to penetrate into the magnetosphere as a result of adia-
batic drift [61] or along lines of _he interplanetary field that
merge with the geomagnetic field (Dungey [37]). 15 The very possi-

: bility of such merging in a collisionless plasma would evidently
involve a decrease in the effective conductivity of the plasma as
a result of turbulence. Merging of lines of force is a mechanism
with a whole series of interesting consequences. As a result of
the earth's rotation, some of the lines of force of the geomag-
netic field are drawn out into the tail, so that solar-wind energy
is accumulated in the form of magnetic energy in the tail [38]. Is

. Dissipation of this energy may occur by linking of lines of force /16
across the neutral layer of the tail, i.e., by annihilation of the
magnetic field, which should result in heating of the plasma (at
an intensity of _l y, the magnetlc-fleld energy density B2/8w is
2.5 eV/cm ; If the density is _O.1 cm-3 and B = 5 Y, the plssma

• will be heated to an energy on the order of 1 keY). The merging
mechanism is capable of supporting the momentum transfer into the
magnetosphere that is necessary to sustain convection; the power

: transmitted into the magnetosphere in the process is _10_e-10_9
erg/sec (see, for example, [66, 93]).

Finally, solar-wind energy can be transferred into the mag-
netosphere by direct transfer of solar-wind electric fields _=
= -(i/c)v × B (in a frame of reference bound to the earth) [64]:

_ since there is doubt as to the existence of surface charges on
the boundary of the magnetosphere, the electric field should be

: _SCertain indications of experimental confirmation of this merg-
ing of fields will be found in [52]: the total magnetic flux
across the equatorial Plane and aeress the tail was found to be
somewhat smaller than the flux crossing the surface of the earth,
and this can be interpreted as a result of merging of some of the
lines of force with the interplanetary magnetic field. However,
such estimates are burdened with a rather large uncertainty.

ISReference [128] reports a lag of _12 hours between variations of
the solar-wind parameters and variations in the flux of electrons
with energies >300 keY on L : 5. This fact, together with the
i-i 5-hour lag-in the development of the magnetic bay and its as-
sociated auroral-intensity maximum on the night side behind the

_ daytime-aurora maximum [136] can be interpreted as a result of
energy accumulation in the tall and subsequent transfer of energy

' into the magnetosphere. This process might also explain the de-
_ velopment and periodicity of magnetospherlc substorms.

................................ i
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• continuous. 17 Obviously, this mechanism could explain the close
relation between changes in the direction of the interplanetary

: magnetic field B and certain phenomena in the magnetosphere: a
change in the direction of 8 from north to south is accompanied
by _he appearance of polar storms _35], and by formation of the
ring current responsible for the main phase of magnetic storms
[36]. Such phenomena may be associated with changes in the di-

• rection of the electric field _ in the magnetosphere.

A change in the direction of the external magnetic field may
serve as the "triggering mechanism" that releases magnetic energy
accumulated in the tail, with the resulting aurora_, magneto-
spheric substorms, etc. The need for such a mechanism, which was
noted by O'Brien [6], results from the sharp contrast between the
very large amplitudes of the auroral and magnetic-storm time varia-
tions and the insignificant variations of the solar-wind param-
eters. Thus, fluxes of electrons with energies >40 keV spilled
into the atmosphere on L _ 6 may vary through six orders and in-
crease by a factor of approximately 5 for each unit of increase

in the Kp index [6], while the velocity of the solar wind increases
by only 20% at the same time [137]. The intensity of the inter-
planetary magnetic field and the density of the plasma also under-
go comparatively small changes [137]. 18

The "triggering mechanism" may also be an increase in the dy-
namic pressure of the solar wind on the boundary of the magneto-
sphere, with the result that lines of force on the daytime side
are thrown back into the tail The increase in the magnetic field
in the tail contributes to annihilation of the field and heating
of the plasma. Exchange of lines of force between the tail and
the daytime side of the magnetosphere should also result in ex-
change of particles between the tail and the inner regions of the
magnetosphere, i.e., it might be one of the mechanisms by which
the radiation belts and ring current are replenished. Numerous
experimental data appear to be consistent with the hypothesis that
the night-side auroras are produced by intrusion of particles from
the plasma layer of the tail. Thus, electron-energy spectra mea- /17
sured by Chase [138] on rockets launched into auroras were found
_o be similar to the spectra of electrons in the plasma layer of
the tail. The position of the auroral oval constructed by O.V.

_70n a tangential discontinuity (such as the magnetopause), the
normal velocity and magnetlc-fleld components vanish; consequent-
ly, the tangential electrlc-field _omponent is always continuous
_t=-I/clv×_Ir=0 on either side of the interface).

_eFrank [158] recently detected geoeffective solar-wlnd protons
with energies _5-50 keY, whose energy flux is sufficient to give
rise to various geophysical phenomena. With _his discovery, t_e
question as to the accumulation of energy and the triggering
mechanism will perhaps require review.

2O
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Khorosheva [139] and Ya.I Fel'dshteyn [140] (see also [141]) is
! such that the lines of force connect it to the magnetopause on the

daytime side, while on the night side of the oval they come from
_ inner regions of the magnetosphere [52] and possibly from the

plasma layer of the tail. The approach of the edge of the neu-
,_ tral layer to the earth on an increase in the K index also cor-

P
responds to an equatorward shift of the auroral zone. Apparently,
the auroras on the daytime side arise as a result of direct intru-

i sion of transition-region particles near the subsolar neutral
_ points (see, for example, [142-143]), while the night-side auroras

_ are due to incursion of particles from the tail. This is also sug-
_' gested by the aforementioned [136] time variation of the auroras:
! the intensity maximum of daytime auroras is 1-1.5 hours earlier

i han the beginning of the magnetic bay and the auroras on the nightside of the oval that are associated with it.

_ It is interesting that the ratio of the fluxes of 200-keV
_ alpha particles to the flux of 100-keV protons in the aurora im-

mediately after the decay of forms with ray structure is approxi-
mately the same as that in _he solar wind (_2%) [144], or two

_ orders above the upper limit of this ratio in the inner magneto-
_ sphere Unfortunately, simultaneous measurements were not made

in the tall It appears probable that transitional-reglon par-" 19
tlcles can penetrate freely into the tail of the magnetosphere,

_ from which, accelerated as a result of action of a "triggering
mechanism" (associated with an increased dynamic pressure of the
solar wind on the boundary of the magnetosphere or with a change

i_ in the direction of the interplanetary magnetic field), they in-
: vade the upper atmosphere, causing auroras. For experimental
I_ verification of these conceptions, it would be helpful to make

_ simultaneous measurements of the alpha-particle/proton flux ratioin the transitional region, in the magnetic tail, in the aururas,
_ and in the inner magnetosphere.

The solar wind, which is capable of transferring up to 102o
erg/sec into the magnetosphere, is no doubt the principal source
of energy supply to the major geophysical phenomena. With the aid
c2 a "triggering mechanism," however, it is capable of releasing

: energy (possibly accumulated in the tail) that has the rotation of
the earth as its source•

': 19The measurements of [157] indicated that the magnetopause is ap-

parently unstable beginning at distances of _IIR E near the plane of

the geomagnetic equator on the morning and evening sides, so that
solar-wind plasma may penetrate into the tall of the magnetosphere
across its lateral surface. In [158], the strengthening of the
"ring current" on the night side of the magnetosphere is associated
with the penetration o_ 5-50-keV protons from the solar wind across
the magnetopause. Laboratory experiments [44-46] also indicate
rapid penetration of solar-wlnd particles into the tail•
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Electric fields induced by the ro_tion of the earth give
rise tc convective motions in the mnJn:,cosphere and are taken into
acc3_nt in construction of convect_v'_ _ :_tems (see, for example,
[66, _l). Ti,e phenomenon of unlpola, Iduction has also been ad-
vane _ a possible mechanism of ch'_r _-pa_ticle acceleration
(Ya°r. Terletskly [145], Davis [146], ::nes and Bergeson [147]).
If a m>gnetlc dipole rotate_ in a va,_ ,._, large electric fields
arise _long magnetic lines of force _I accelerate particles into
the te_-_ of kiloelectron-volts; bu _i c_:e dipole is surrounded
by a pic3mz @ully capable of canc_,!i _.g the longitudlna] electric-
field con_pcnent (_ =0), the pe_',i -_ are not accelerated [147.
148], The _olu_on obtained _ - [;_:_:kngnam and Northrop for this
problem in [1487 _s _s fc}.low : _ tl_ere were no magnetic _elds
near the ee_th other than an _"-,_ual dipole field rigidly bound

to the rotating ear_h, parti,_ies _xould experience practicall_ no
acceleration when _ = 0 . _cwe_er, the presence of an _, @ 0 0 and /I__88
consideration of external maLneclc-fleld sources (ring current,
currents in the magnetopause and in the tail) that are not rigidly
bound to the rotating earth results in a substantial change in
particle energies.

The following question arises: if some part of the earth's
rotational energy is used to accelerate particles and to generate
convective motions and is perhaps accumulated in the tail of the
magnetosphere as a result of sweeping of l_nes of force into the
Sall under the action of solar-wlnd pressure, could not the ob-
served nonuniformlty of the earth's rotation prove to be related
to the appearance of auroras, magnetic storms, and other effects? _

Let q be the power expended on excitation of various geo-
physical phenomena due to the earth's rotation. An elementary
calculation shows that the increase in the length of the day
A_ = _'21V (where • is the length of the day, _ = I_/2 = 2.15.10_°
ergs is the kinetic energy of the earbh's rotation, and _ =

2_; !=SJ.10. g.cm _ is the earth's moment of inertia [149]).
The table gives values of A_ for various q. We note for compari-
son that the action _f tidal forces (q _ I0:_ erg/sec) gives Ax

2 • i0 -_ see [149]. The decelerating moment of the forces can
be transferred to the earth only via the magnetic field. As we
know [150], the volume density of the ponderomotive forces can be
expressed in the stationary case in terms of the Maxwellian stress
tensor:

=°It is reported in [61] that one of the reasons for the appear-
ance of an ':_ in a collisionl_s plasma may.conslst in different
pitch-angle distributions of the electrons _nd protons.

_The authors are indebted to O.L. Vaysberg for a discussion of
_ this problem.
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According to the Gauss theo-
rem, the resultant of all forces
acting on a certain volume V q,en_mc a,mc L'
bcunded by a closed surface S re- I

duces to the forces applied to 10m I.7.10_ 9.9
this surface from the outside: io,. I 7.10-, 4,_

10 -_ t .7.t0-' 2,t

t0 _l t. 7. t0 __ t ,0

F, = I,dV= .I -y -dV= r,dd,V k=!

where n is the outer normal to the surface element dS. For esti-

mates, we shall examine a sphere of radius LRE and set Tik = B2/8_.

The ?cceleratln._ _orce applied to the surface S of a sphere is

dm

" F = "_E °_LRE

Equating F/S ffi B'2/8_, we obtain the magnetic-field inten-
sity B' necessary to transfer the decelersting moment to the sur-
face S:

_,=( zq .)v,

while the dipole magnetic field in the equatorial plane B = 0.32L -3 .
Consequently, there is a certain critical value L = L' such that
B' > B when L > L' and, consequently, the decelerating moment can-
not be transmitted to the surface S from more remote regions by

the pull of the magnetic field. Valaes of

L' / 0.32,R_ )'I.-- \" 2q = 9"9't0S'q-'t'

al._o appear in the table. It is assumed here that the sphere S
is rigidly bound to the rotating earth and that the force F is tan-
gential to the sub'face of the sphere. The expenditure of %1018 /19
erg/sec of energy is an order smaller than the tidal expenditure,
so that it cannot have a substantial effect on the deceleration of
the earth. Consequently, the rotation of the earth is a _ractical-

_ ly inexhaustible energy source for average geophysical phenomena,
which require _iO 'e erg/sec. Obviously, a power _i021 erg/sec

_ (Ax >_ 2 • i0 -6 sec) cannot be transmitted by pulling of geomagnet-
_, ic-field lines of force even to a uhenomenon that takes place
i_ near the earth (for example, the auroras). It had been reported

previously (DanJon [151]) that following the sr,lar flares of 23
February 1956 and 15 July 1959, the day becamr- 9.7 and 850 _secL

i longer, respectively. Such large values of Ax appear doubtful be-cause the corresponding decelerating moment cannot be transmitted
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to the earth vza its magnetic field.

CONCLUSION

One of the most important problems of mag_etospheric physics
is study of ways in which solar-wind energ_y penetrates into the
magnetosphere. The solution of such problems as the origin of the
radiation belts and the nature of magnetic storms and auroras is

. re]_ted to it. Magnetic measurements on the OGO-A satellite [157]
and the results of [158] appear to indicate the possibility of in-
trusion of transitional-reglon particles into the tail. Laboratory
modelllnE of the flow of solar wind past the magnetosphere [44-46]
also indicates comparatively rapid penetration of particles of the
impinging plasma stream into the tail. On the other hand, the
poslt_on of the auroral oval [139-141] and the similarity between
the electron spectra in the auroras and in the tail of the magneto-
sphere according to [138] sugges_ that the auroras on the night
side of the earth are due to incursion of particles from the plasma

: layer of the tail. Evidently, the auroras on the daytime side may
arise as a result of direct incursion of solar_wind particles (which
have been thermalized in the transitional region) in the neighbor-

!. hood of the neutral points, since the lines of force of the geomag-
netic field passing through this region cross the earth's surface
In the auroral zone. Coordinated study of these regions with the
aid of a special system of satellites would be appropriate. Pos- "
sible experiments for a satellite pausing near a neutral point and
the requirements made of the instrument package are discussed in
detail in [152]. Figure 8 shows satellite orbits passing througgh

• _ 8_

Figure 8 Approximate Orbits of Satellite System for Coot-/ •

dlnated Experiments in High-Latitude Regions and in the -
Tail of the Magnetosphere.

the region of the daytime neutral points and the neutral plane of

the tail. Orbits with apogees of _30R E would make it possible to
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compare various characteristlcs of the geomagnetic field and
trapped and auroral radiation within the magnetosphere with the
parameters of the solar wind (such as the direction of the frozen
magnetic field, particle temperature and concentration, etc.) and
the transitional region. However, it is a technically difficult
problem to pass a satellite near the south point. Moreover, if
the satellite spends a long time outside the magnetosphere, we
lose some of the measurements inside the magnetosphere. Instead
of orbit SII (Fig. 8a), therefore, it would be advantageous to
launch the satellite into the region of the north neutral point, /20

but with a lower apogee, _15R E (see orbit SII in Fig. 8b). The

three-satellite system shown in Fig. 8b (which is more advantag-
eous from an engineering standpoint than that in Fig. 8a) would
permit various measurements simultaneously in the solar wind,
the transitional region, near the neutral point, in the plasma

• layer of the tail (including the neutral plane), and in the zones
of auroral and trapped radiation.

: Such a satellite system could be used, for example, to com-
pare the simultaneous particle compositions in the above regions
of near-earth space. This is necessary for solution of.many prob-

:. lems in magnetospheric physics, e.g., the mystery of the auroras.
There are references [144] to the effect that the ratio of the

alpha-particle and proton fluxes (l_/Ip) in the aurora is approxi-
mately the same as in the solar wind, although it is unknown how
these particles penetrate into the auroral region; there have been

no simultaneous measurements of the ratio Ia/I p in the tail.

Measurements of particle composition are also of interest in
study of various mechanisms of particle transport into the mag-
netosphere. For example, experiments E153-154] indicate that the

ratio la/l p is approximately two orders smaller in the inner mag-
netosphere than in the solar wind and an order higher than pre-

_ dieted by the theory of particle diffusion as an effect of sudden
• impulses .

Let us now list other experimental problems related to those
• discussed above. 2z

: ' I. Determination of the shape of the magnetopause in the
,, polar regions and the shape of the magnetic tail at large dis-

tances from the earth.

ZZWe have not dealt in this survey with such important problems
of magnetospheric physics as the formation of the detached colli-
sionless shock wave, processes in the transitional region, the ap-
pearance of various kinds of instabilities in the plasma, propaga-
tion of various waves in the magnetosphere, _nd their interaction
with the particles.

25
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2. Investigation of the asymmetry of the magnetosphere in
the north-south direction that was indicated by experiments on
Explorer 12 [155] (such asymmetry is not explained by existing
theories).

3. Continuous magnetic measurements on a synchronous satel-
lite (L _ 6.6) would make it possible to reconstruct the most im-
portant parameters of the magnetosphere if a satisfactory theoreti-
cal model were available (for details, see [51]).

4. Detailed study of the distribution of th_ magnetic field /21
on and near the boundary of the magnetosphere.

In the Hones-Taylor model, lines of force near the sunward
side of the magnetopause have, according to [55], high-latitude
minima of the intensity B that are topologically related to equa-
torial minima of B on the night side. As a result, particles
that were equatorial on the night side may, as they drift to the
daytime side, reach higher latitudes. There is no analogous topo-
logical relation in the Mead-Williams model. Thus, these magnetic-
field measurements will make it possible to choose among the var-
ious theoretical models and, along with direct particle measure-
ments, will make it possible to determine the boundaries of the
regions of trapped and quasitrapped radiation. Further, detailed
study of the position of the magnetopause may resolve the
question as to whether the boundary of the magnetosphere is in
fact the envelope of a family of magr _tic lines of force (i.e.,
whether the normal magnetic-fleld component vanishes at the inter-
face), a matter of interest for the problem of solar-wind flow
around the magnetosphere.

5. Detailed measurement of the magnetic field intensity vec-
tor in various regions of the magnetosphere are important for
evaluation of theoretical models and would yield the distribution
of the current density j = (c/4w) curl B; in particular, interest
attaches to experimental verification of the two-ring-current
hypothesis [92].

6. Construction of a model of the electric field in the mag-
netosphere is of great importance for study of the behavior of
particles with energies of a few tens of kiloelectron volts and
less. In addition to direct electric-field measurements, this
could evidently be done by using Brice's method [_g_ _ r,:construct
the pattern of the large-scale electric field from the p_sition
and shape of the plasmapause. The "escape" of plasma along non-
closed lines of force (polar wind, [78]) should result in distor-
tion of the plasmapause on these lines of force. Experimental
verification of this effect, i.e., measurements of the boundary
of the plasmasphere at various latitudes, is necessary.

7. 0ertain convection models (see, for example, [65]) assume
that the plasma near the magnetopause should flow in opposite

26
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directions in the magnetosphere and in the transitional region.
This conclusion is not inconsistent with the conditions on a tan-

gential discontinuity: Vnl = Vn2 = 0, ttl # vt2.

It would be interesting to find out whether such plasma flows
actually occur, since this knowledge is needed for construction of
an adequate picture of the electric field.

In conclusion, we enumerate once again the most important
problems facing the physics of the magnetosphere.

i. How is the boundary of the magnetosphere (including the
polar regions and the magnetic tail) formed as a result of inter-
action of the solar wind with the geomagnetic field? To what de-
gree is magnetohydrodynamlcs applicable to description of these
phenomena?

2. How does solar-wlnd energy (or particles) penetrate into _
the magnetosphere? How is momentum transferred to convective "_
plasma motions in the magnetosphere? Do solar-wind particles in-
vade any region of the magnetosphere directly? Are energy and
momentum transferred into the magnetosphere at a constant rate or
periodically?

3. Does energy accumulate in the magnetic tall and, if so,
how? What is the "triggering mechanism" that suddenly liberates
the accumulated energy? What changes in thesolar wind cause the
transition from quiet to disturbed conditions? What is the mecha-
nism by which magnetospheric substorms arise, and how are they re-
lated to the accumulation of energy in the tail and to its release?

4. Is the _ail plasma layer a source of the particles that /22
cause auroras? How are these particles accelerated to the neces- i
sary energies? (Measurements in the "horns" of the plasma layer,
which project into the upper atmosphere in the auroral zone, are

• especially important.)

5. What are the sources of the radiation belts and the mecha-
nisms by which they lose particles? How are particles transported
across drift shells of the geomagnetic field? What is the nature
of the ring curr_nt?

6. To what instabilities is the plasma subject in *he magneto-
sphere, and what is their role in particle acceleration? To what

_ degree are they responsible for the transport of particles across

the magnetic field and for particle losses?
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HYDROMAGNETICWAVES GUIDED BY THE GEOMAGNETIC FIELD

(Translation of "Gidromagnitnyyevolny, napravlyavemyye geomagnltnympolem.")

L. L. Van'yan, L. A. Abramov, M. B. Gokhberg, and V. L. Yudovich

ABSTRACT

?

Properties of hydromagnetlc waves propagating in the magnetosphere from a
source of limited dimensions are considered. It is shown that they are close-
!Y related to electric currents flowing along geomag'netic lines of force. The
notions developed form a theoretical basis for interpretation of fluctuations
and polar bays. With 4 source citations.
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; HYDROMAGNETIC WAVES GUIDED BY THE GEOMAGNETIC FIELD /26

, L,,L. Van'yan, L.A. Abramov, M.B. Gokhberg,
and V.L. Yudovlch

_ Geomagnetic disturbances localized on comparatively small
" areas in the hundreds or few thousands of kilometers are often

/ observed at the earth's surface, especially in high latitudes
: The intensities of these disturbances drop off more or less

sharply with increasing distance from this region.

Pulsations with periods in Ghe tens and hundreds of seconds
i_ and baylike disturbances lasting about a_ hour are among the

variations of this type. In the attempt to comprehend _he nature
of such geomagnetic variations, the investigator first inquires
as to the location of the disturbance source giving rise to the

_ localized electric currents in the lower ionosphere. The posing
• i of this question results from the fact that local disturbances in

an isotropic medium can be produced only by a nearby source, while
the electromagnetic field of a distant source is characterized by
small spatial gradients and covers a large area. It is clear that
for a source located in the magnetosphere, the laws of disturbance
transport undergo radical changes. It becomes possible for the
electromagnetic field to be transported along geomagnetic lines of
force with no appreciable dissipation.

_ Let us examine this question in greater detail. We begin
: with the choice of model for the source. Obviously, the plane
_ wave usually used to study the behavior of propagating waves in
i a plasma is not valid in this case: it does not enable us to in-

vestigate the geometrical dissipation of disturbance energy with
_ increasing distance from the source. We are therefore obliged to

•, _ consider a source of limited dimensions. The limiting case is

_: the point source, which may be either of two types.

The first type of source is a small region of the plasma in _•
w_Ich charge separation takes place. We shall not touch upon the

I numerous hypotheses as to the causes of charge separation in ti_emagn(tosphere, being interested only in the result, which reduces
_, _ to equivalence of the small region under consideration to an elec-

t tric dipole with a time-dependent moment.

: The second type of source is a closed current of small dimen-
sion that is equivalent to a magnetic dipole. Sunh a source might
arise, for example, on expansion of a small volume of plasma in a
magnetic field. The currents induced on the boundary of this
volume are equivalent to a magnetic dipole whose moment is paral-
lel to the external field. In concluding our discussion of these
two types of idealized sources, we note that we shall be concerned
with disturbances whose intensities are small by comparison with

I
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the geomagnetic field B.

Let us place the above sources in the magnetospherlc pl-_ma.
Because of the high intensity of the geomagnetic field, the cold-
plasma approximation is often used, without consideration of the
magnetospheric regions in which this idealization m_Y be violated.
Propagation of disturbances in the plasma is possibl_ only as a
result of an inseparable combination of mechanical and electromag-
netic processes. In our case of small (compared to the geomagnetic

_. field) disturbances, the magnetized plasma may be likened to a di-
electric with a complex dielectric tensor E' Ill. if we neglect
the curvature of the geomagnetic lines of force and direct B along /2___7
the Z axis, the tensor takes the form

, 10v0 °

Three characteristic frequencies determine the relations among the
: components of the tensor: bhe frequency of collisions of charged

particles with one another and with neutral molecules, the fre-
quency of rotation of the ions around geomagnetic lines of force

(the ion gyrofrequency ml), and, finally, the frequency of the

geomagnetic variation.

. In most of the magnetosphere, the collision fre.quencies are
so low that they can be neglected by comparison with the ion gyro-
frequency. We recall that the latter satisfies the inequ_ll .y

_i > 1-10 even on the periphery of the magnetosphere. The mag.-

netospherlc plasma is usually regarded as colllsionless for prac-
tical purposes beyond the first few hundred kilometers. In this
case, as we know [1],

txx ObiCO-- h)" '

where me is the electron gyrofrequency, which exceeds _i by a fac-

:_or of 1840. It is easily _een that a property of the geomagnetic-
disturbance frequency range of interest to us consists in validity

of the inequality Cxy << Cxx" In fact, for a variation with period
-_ longer than I00 sec,

%_._.v_, "G_"_ I/'°'

. In most of the magnet _sphere, therefore, the dielectric tensor
becomes diagonal:

: I
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-- -' , " e_ = O; s;, = _ re + %0

The tensor components transverse to the magnetic field are real in
a collisionless plasma, whlle the longitudinal component is complex.
It is much greater than e in absolute magnitude. For example,
when xx

_-i@-z , we have le,,l>tOL

;t heights in the first few hundred kilometers, the tensor compo-
n_.Ls become imaginary because of the sharp increase in the number
of collisions with neutral molecules. Here it is more convenient
to use the tensor a

0 0

where o0 is the conductivity along the geomagnetic field, ox is
the conductivity across the geomagnetic field but along the applied

: electric field (Pedersen conductivity), and o2 is the conductivity
across both the geomagnetic and applied electric fields (Hall ccn-
ductivity).

On the whole, we may state that^the collisionless magneto-
spheric plasma with diagonal tensor e is limited near the earth
to a comparatively thin film with tensor conductivity (the ionos-
phere). The ionosphere is separated from the conducting earth by
a layer of nonconductive atmosphere approximately 80 km thick.

The most important property of the magnetospheric plasma con- /28
, sists in the fact that it is pierced by curvilinear geomagnetic

lines of force. The direction along which the complex dielectric

constant is large in absolute value (ezz) varies, following the

geomagnetic-field vector. This gives rise to serious mathematic-
, al difflculties in solving the problem of disturbance propagation

in the magnetosphere. However, a number of characteristic features
cf the process that interests us can be investigated on a much
simpler model. Let us neglect the curvature of the lines of force

, and assume that, like the plasma density, the geomagnetic field is
everywhere homogeneous. The result is the problem of a harmonic

° dipole in a medium with a diagonal dielectric tensor. The elec-
tric £ and magnetic b fields of the disturbance must satisfy Max-
w_ll's equations, which take the following form in the SI system:

37
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If a magnetic dipole is placed in the plasma with its moment along
the geomagnetic field, recourse is usually taken to the vector po-
tential A*, which is introduced with the ald of the equalities-

b = e=_J.',_SA"_- gradd;v A',

E = i_._ -=ret A',

where

I__ 0 0
_xt

_ _ _ 0ex 0 i
._ 8XZ

- o o
8=8

(see [3]). In virtue of the axial symmetry of. the problem, it is

found possible to put A_ = A_ = 0. We find .an equation for the
_. single nonzero vector-potential component by substituting the ex-

pressions for b and E into the second Maxwell equation:

" rot e_-x rot A"= _ut'_A" + gr_div A',

from which

+ = o.

where

The solution of the above equation for a source in the form of a
magnetic dipole is

T'

where

The basic characteristic feature of this solution is spherical j
symmetry, which suggests isotropic propagation of the geomagnetic /29_
wave in all directions from the magnetic dipole. We see from the i

' formula for A_ that this process is accompanied by a decrease in i
the intensity of th_ wave. We are struck by the absence of direc- i
tional propagation of the disturbance along geomagnetic lines of

t
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force. This property should be recognized as the most important
property of eddy-current-type sources, one that distinguishes them
from sources of the electric-dipole type, to which we shall now
turn our attention.

In this case, the field components are expressed in terms of
the vector potential A, and the symmetry of the solution permits

setting Ay = 0 [3] (the dipole is directed along the X axis):

E = i_A --gradu,

b = mt A, i_ez#_ = divA.

• _+ Substituting these expressions .into the first Maxwell equation, we
find

_A z _2.4._ _Az '.

_: _Az _A z _A z

z

++ +

++ +

+ +, It is easily seen that the vector-potential component Ax, which is !

parallel to the current in the source, is defined by the expres-
_ sion

;_ I_ e_'R
Ax

----"_-T-'

where I is the dipole moment. The properties of the part of the

disturbance that is related to the component are the same as inAx

_ the field of a magnetic dipole. This part of the field is dissi-
pated isotropically, its intensity diminishing with increasing dis-

_ tance from the source. Sharp anisotropy of the electrical proper-
{+ ties of the plasma has no influence on the horizontal component of •
"_ the vector potential
+

To determine Ax, we present it in the form of a Hankel inte- + _+
_ral transform:

lit, a_
A. -_-_ _ ._-.m,,l'o(mr) dm, ++

• II

P using a similar representation for Ax:

A. ffi X J, (mr) din.
: o
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It follows from the formula for the Sommerfeld integral that

" X:_ F*±I,I,where .'_=m'--k_.A,
°-

Using the equation for Az, we find

_z
_::, (An!)'Z = (A'--|)X',

where

, A = t____. :
kI

" Solving the equation, we find for z > 0 /3_O0

e-A"I"_ e-"

: Finally,

A= = _ (e-"±'--e-A"|"1J,.(mr)din,
@

with the integral evaluated in the form

A, =-_---_- A--_ . ._

where a t= _ +(As)'.

Let us consider the component Az near the geomagnetic tube of
' force on which the source is located, i.e., at r << z. We con-

struct the cone in accordance with the equation r m Az. Since A
i0-2-i0 "_ the vertex angle of our cone is reckoned in

minutes of arc. In this region, where z >> r >> Az:

,m.,,_ . ¢)A.---&_r t ; A - =

:, The resulting expression is interesting primarily because the tom-
• ponent A does not decrease along the Z axis in the region outside

/
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the cone (but near the tube of force on which the source is situ-
ated). Consequently, it becomes possible for the disturbance to
be transported along the geomagnetic field with practically no

damping. With the approach to the Z axis, IAzl increases in ac-
cordance with the decrease in r. Its maximum value as r�0 can

be found by examining the region inside the cone.

We representA z for r << Az << z in the form

A. • ' "x'l=
"L v',+

I r

"'"I'-[' - ,)]}=
_ - il_ = e,_,, _:, (ik±z -- t).aT .="- ,-q,

In accordance with the formula obtained above, the highest inten-

sity IAz[ decreases with increasing distance from the source,
first as I/z 2 and then, at larger k±: , as i/z. Thus, dissipation
of the hydromagnetlc wave is observed within the cone r = Az. But

in this case the inequality [Azl >> IAxl is preserved because of

the coefficient Czz/exx, whose absolute value is, as we have noted,
: i0_-I0 e. The laws of dissipation of hydromagnetic energy emitted

by a point dipole also enable us to form a qualitative conce )tlon
for a source of nonzero dimensions. If the width of the dissipa-
tion cone at a given z is a small fraction of the source dimen-
sions (Az << a), we may neglect dissipation and assume that the
disturbance is transported along geomagnetic lines of force at
constant intensity, if, on the other hand, the source size is /31
comparable to the disslpatlon-cone width at a certain distance
z0, strong damping should be observed at z > z0.

The second most important property of the radiation of an
electric dipole in a plasma is the excitation of two phase-opposed
waves of electric current along geomagnetic lines of force. The

results of calculation of the current density Jz in the vertical
plane passed through the source indicate that this density changes
sign on passage across a line of force from the source and tends
rapidly to zero outside the dissipation cone. Thus, the current
flows out of one pole of the dipole and into the other. The exis-
tence of a pair of phase-opposed currents can also be established

from the nature of the component A z of the vector potential out-
! side the dissipation cone. Indeed,

4:, r :---_-'r';r ±
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is nothing other than the vector potential of a two-conductor llne.
The distance between wires is AZ, the current in one wire is le_:lz.
and that in the other is --(--ie_±:). Thus, two antlphase current
waves propagate along geomagnetic lines of force with a phase velo-
city V=_/k±= _,-_o- It Is easily seen that V is the Alfven velo-
city V_ : B/_p-_o, where p is the plasma d_nslty.

Thus, a hydromagnetlc wave that is described by the longitudi-
nal vector-potentlal component, is damped slowly with increasing
distance, and is accompanled by two phase-opposed current waves
propagates at the Alfven velocity along the geomagnetic tube of
force on which the source is situated. This wave is characterized
by a small longitudinal electric field (because of the large value

of azz/exx)and by a small longitudinal magnetic field b z = -dZx/dY ,

because IAxl diminishes rapidly with increasing distance from the

source. For practical purposes, therefore, the wave is a pure
transverse wave. It is analogous to waves in two-conductor lines
and may be referred to as a guided hydromagnetlc wave. However,
this analogy should not be abused. The two-conductor llne is a
pair of linear conductors in an isotropic dielectric. To the con- "
trary, the plasma in which the guided hydromagnetlc wave propa-
gates is fully homogeneous. The tubes through which the current
flows are defined only by the positions of the charge-separatlon
regions. A displacement of these regions also results in a dis-
placement of the current tubes.

In the light of the above, we may conceive of the role of
geomagnetlc-fleld-gulded hydromagnetlc waves as follows. Suppose
that charge separation has occurred in a certain volume of the
peripheral region of the magnetosphere near the equatorial plane.
As a result, a disturbance begins to propagate along tubes of
force Joining the volume under consideration to the Northern and
Southern Hemispheres. This process can be described either in
the language of hydromagnetic waves or in the langusge of longi-
tudinal currents [4]. As it approaches the lower ionosphere, the
hydromagnetlc wave will excite electric currents in it. We note
that the length of a llne of force in the outer magnetosphere will
be on the order of l0 s km, while the average Alfven velocity is
around lO s km. Consequently, _e travel time of _e wave is meas-
ured in the hundreds of seconds. It is therefore convenient to

divide all geomagnetic dlsturbances into two groups. In the first
group we shall include variations whose duration is of the same

: order as the _avel time between _e ends of _etubeof _rce. The
second group is composed of disturbances of much longer auration.
In the former case, the guided wave is subject to multiple reflec-

! tion from the ends of the tube of force, since a sharp change in
the propagation characteristics occurs here. Standing waves ap-
pear, their periods determined by the _avel time between co_uga_

points. Longitudinal currents, oscillating with the period of the /32
standing waves, form a current system in the lower ionosphere.
The resultant effect of oscillating longitudinal and ionospheric

i currents is registered at the surface of the earth.
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In estimating the magnetic field of the ionospheric currents,
it is necessary to remember that the electromagnetic induction ef-
fect in the ionosphere is negligibly small in the very-low-fre-
quency range considered. As we know, this effect is evaluated in
thin layers in terms of the dimensionless parameter _l_0Zr.where Z

the integral conductivity of the layer (X:I_idz) and ris is the

distance from the source. At _ = 0.05 (periodsaround 120 sec ) and
the value Z = 1 mho that is typical for the quiet ionosphere,
_,,,Zr- 0.!out to distances of 2 • I0 _ km. With a small parameter
e}t0_r, the spread of the current over the anisotropic ionosphere
is described by the Laplace equation. In this case, the electric
field is the field of a two-dimensional dipole, and the surface
current can be presented as a sum of current systems: a "Pedersen"

IE_I where 8 is the fieldsystem (4 = o_E) and a "Hall" system 4 = _

magnetizing the ionosphere). Here the "Pedersen" current system
is the result of spreading of the longitudinal magnetospheric cur-
rents, and the "Hall" system is fully closed in the lower ionos-
phere. Estimates indicate that longitudinal currents make the
basic contribution to the magnetic field at the earth's surface
up to heights around 2 • l03 km. Since the geomagnetic inclina-
tion is near 90° in high latitudes, we substitute vertical straight
lines for the curved lines of force. It is easily shown that in
this idealized model, the magnetic field of the longitudinal cur-
rents is fully compensated below the ionosphere by the magnetic
field of the "Pedersen" current system. For tDe proof, we present
the "two-conductor line" along which current flows into the lower
ionosphere as the sum of the currents flowing in and out [4]. Each
of them spreads out radially in the ionosphere. Since the ionos-
phere is separated from the earth's surface by a nonconductive
atmosphere, the circulation of the magnetic field along a horizont-
al contour coaxial with the incoming current vanishes: _11_I= O.
We select a contour in Se form of a circle of radius L. In virtue

of the axial symmetry, _H_db = H_.2_L = O, from which He = O. At the
surface of the earth, therefore, we shall register only the mag-
netic field created by the "Hall" current system. From the stand-
point of an observer on the earth, the equivalent current system
in this case consists of two horizontal eddies that are fully
closed in the ionosphere.

The properties of geomagnetic-field-guided hydromagnetic waves
that have been discussed above should be manifested in the genera-
tion mechanism of geomagnetic fluctuations, in the appearance of
longitudinal currents as a result of rlng-current asymmetry - i.e.,
in processes accompanied by charge separation.

I
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MAGNETIC MEASUREMENTS .INMODEL EXPERIMENTS

(Translationof "Magnitnyye izmereniyav model'nykh eksperimentakh.")

E. M. Dubinin, G. G. Managadze, and I. M. Podgornyy

ABSTRACT

Plasma parameters for modeling of the interaction between thesolar wind and
the earth's magnetic field are selected on the limited-modeling principle (plas- ,
ma velocity 3 • 107 cm/sec, density 1013cm-3, electron temperature,_15 eV).
Mea_mrements were made with magnetic probes capable of developing all 3
components inside the magnetic field. The resulting magnetic-field charts in-
dicate that a neutral laye,: forms on the night side in the model experiments.
A magnetosphere free of plasma streams is established on the daytime side.
A shock wave forms on the boundal'y of the magnetosphere, its width c/f_ 0
m accordance with theory, where _0 is the total Langmuir width. With one
table, 11 illustrations, and 23 source citations.
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MAGNETIC MEASUREMENTS IN MODEL EXPERIMENTS /3_..3)

E.M. Dublnin, G.G. Managadze, and I.M. Podgornyy

1. Introduction

Although exact modelling of the interaction between the solar
wind and the earth's magnetic field is not practically feasible,

: %t is possible to design a laboratory experiment for limited model-
ling, i.e., to reproduce the most interesting phenomena under labora-
tory conditions [1-3]. It has been shown in earlier studies that
selection of the experimental conditions can be based on the dimen-
sionless parameters responsible for the evolution of the phenomena
chosen for modelling. Thus, laboratory reproduction of the magneto-

sphere requires that the magnetic Reynolds number Re.,= 4_L_ be

quite large compared to unity. Unfortunately, treatment of the
magnetic Reynolds number always involvesan uncertainty in calcula-
tion of the plasma conductivity G. This is because collective proc-

esses in the plasma result in an effective conductivity °ef whose

value may differ strongly from the classical conductivity as calcu-
lated from Coulomb collisions. Since it is impossible to predict

@

the value of aef , the skin-layer thickness 8= 4_:----V.can be deter-
mined only experimentally. As a result of this situation, it is

necessary to have a margin of two or three orders in Rem. In the

present experiment, Rem exceeds l0 S . The possibility of the exis-
tence of a collisionless shock wave and its structure are deter-

mined by the following basic dimensionless parameters: the Math
number M, the ratio 8 of the gas-klnetic plasma pressure to the
magnetic-field pressure, the ratio X/L of the free path to the
front width of the shock wave, the ratio m of the magnetic-fleld
energy density to the relativistic electron energy, and the ratio

TI/T e of the ion and electron temperatures.

The table gives the values of the dimensionless parameters
selected for modelling of the magnetosphere and of the shock wave
formed on interaction of the solar wind with the earth's magnetic
field. The dimensionless parameters of the interplanetary plasma
are included for comparison.

The dimensionless parameters listed here correspond to the fol-
lowing experimental conditions: directional velocity of hydrogen

plasma v = 3 • 107 cm/sec, electron temperature Te _ 15-20 eV, ion

temperature Ti _ 3-5 eV, plasma concentration n _ l0 *_ cm -_, frozen
magnetic field in plasma H _ 30 Oe.
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A basis for modelling of the tail of the magnetosphere with
the neutral layer was found in the results of experiments in the
plasma filling of traps with sharp-ended conflgurJ_tlon K_S. In
these expe2iments, the plasma penetrated into the magnetlc-field

, reglon as a z.o_ult of anomalous resistance, pulling out the lines
of force along the directional-veloclty vector.

Earlier papers [3, 5] reported on modelling of the magneto-
sphere with the tail on the night side and on observation of phe-

: nomena accompanying the shock wave. Here we shall consider data
from magnetic measu ements on the front of the shock wave, includ-

, ing studies of mlcrofluctuations, and report more detailed data on
the configuration of the night-slde field. All measurements were /3/4

.- made on a two-dlmensional dipole formed by two parallel conductors
in which currents flowed in opposite directions. The distance be-
tween the centers of the conductors was 2 cm. The plasma-velocity
vector was perpendicular to the axes of the conductors and in

: their plane.

.¢ 2. The Shock Wave

The most significant departure of the present study from
_ earlier ones [6-11] consists in the large value of the Alfven

Mach number compared to the critical value and the possibility of
dissipation on ion-acoustic oscillations in virtue of satisfaction

_ of the conditions Te >> T i and _ >_ i. The large value of the
parameter _ also makes possible the development of anisotropic
hydromagnetic-wave instabilities, including "firehose instability.
Any appreciable contribution of Coulomb collisions to energy ,,

1P _ .... . ....._ ........ ---_-__w_
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dissipation is fully excluded, since the particle free path in the
plasma exceeds the width of the plasma-field transitional region
by two orders of magnitude.

The main object of in-
terest in the experiment was

s _ the shock wave near its ver- :!
_oo tex, and for this reason many :
_oo of the measurements were con-

_ Joo cerned with the variations of

/ zo6 the magnetic field along the
-_ axis parallel to the plasm_-

.... -- velocity vector and inter.
z, cm _ _, _z ,o o o _ _ o secting the s_mmetry axi_ of

.b. ]i,k_ the two-dimenslonal dipole

//_/I _ (the z axis). Figure la/ _oo shows the intensity of the

S_ |300 magnetic field as a function ;
. / ._o of distance to the dipole :_

--'---,'_-_,. , li°° axis. It is seen from the
z__ _o _ _n curve that a rather sharp

increase in the magnetic
field is observed on the free-

Figure 1. Contours of Magnetic
Field (Vertical Component) on the stream ooundary, followed by
Daytime Side as Obtained in Var- a _nall plateau, after which
ious Experiments. i) Field of the magnetic field again in-creases to form the magneto-
undisturbed dipole, sphere. Working from the

theory of shock waves formed
in supersonic flow past obstacles, it is natural to explain thiS
magnetlc-fleld profile in terms of the formation of a shock wave
detached from the magnetosphere. From purely external attrioute=
and the analogy with the field profile obtained in space experi-
ments, the first intensity rise can be identified with the shocg-
wave front. The segment on which the variation oi the magnetic-
field intensity is weak is analogous to the plasma flow behind the /35
front of a shock wave or to the so-called turbulent-_lasma region.
The curve in Fig. la was obtained by averaging over a large num-
ber of measurements, so that no field fluctuations are evident
here. Finally, the second intensity rise cor;-esponds to the mag-
netopause in the geouagnetic field or to a magnetic system excit- _
Ang the detached shock wave [12]. Figure ib shows the magnetic-
field intensity as a function of distance to the dipole in the
case in which the frozen magnetic field is antiparallel to the di-
pole fielc.

A remark is in order concerning the experimentally obtained i

curve of the vertical magnetic-field component Hy(Z) in Fig. Is.
After passage through the front, the intensity of the magnetic
field increases, as a rule, by a factor of five and sometimes even
six over the intensity of the field frozen into the undisturbed

plasma stream. This increase in the fie]d cannot be explained
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within the framework of shock-wave theory, since the concentration
and th_ field frozen into the plasma should increase in accordance
with the Hugonlot relation

i 111 nt ('Y -t- t) M 2

With the adiabatic exponent y = 5/3 and large Mach rumbers,
the concentratiou and the magnetic field increase by no more than
a factor of four.

H,Qe

1°- oo I/O

_ _ _ 0
i Z,'e_ '

° J,,• I t t_ 0
Z,cm20 13 tO 5

Figure 2. Plot of Hori_.ol_.tal Magnet'tc-
Field Intensity Component (I[x) Against
Distance to Dipole A::is on Daytime Side.

7

To obtain addltieual information on th_ width of the shock
front and te establik,_ the causes of the anomalously large in-
crease in intensity behind the shock-wave front, we investigated

" the behavior of the horizontal component H (the z axis is directed _"x
along the velocity vector). These measurements are distinguished
by the absence of the component h in the field of the two-dimen-x

o

, sional dipole, so that vanishing of Hx meats that the probe is in- _
side the magnetosphere. Control measurements showed _hat tne pre-

f _nce of a weak component Hx registered by the probe within the
magnetosphere is due entirely to errors in the adjustment of the

' dipole and the measuring equipment.

Figure 2 presents typical results of two successi'Temeasure-
ments of H_(z) on the axis of the setup (y - 0). For curve i, the

_bX( I ":
component H 0) in the undisturbed plasma st'_-eamequals 16 Oe. Sim-

of the vertical component yielded By_0) "_20-ultaneous measuremen_ s

21 Oe, i.e., in the pl_ne of the wave front, tne intensity vector _
forms an angle _ _ 38° with the vertical and"has an absolute mag-

nitude H(0) - 27 0e. Measurements made behind the front of the J
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wave showed that the component Hs increased by a factor of about
"X

.(S) In-
two, becoming equal to 30 Oe. However, the component ny
creased by a factor of approximately five to 105 Oe. The result-

ant vector Hs behind the front equals ii00e, i.e., we find that
the intensity has increased by four times, which corresponds to
the Hugoniot adlabat with y = 5/3. The orientation of the field
vector changed during the flow process, and the angle between this
vector and the vertical decreased to 16°.

Y cm Using the measured results for

/'/" Hx at various distances from the mid-plane of the dipole, it is possible
/./lll, to construct the contours of the mag-

/_ll II:10 netosphere and of the shock-wave front.

[ /_\_I/ As the width of the front we took thedistance from the first point at

////_\\I _ which the frozen field increased above
_//X\\ the background !evel to the point at!

?/" I// which the curve turned horizontal. The

_ _ )/ processed data appear in Fig. 3 to-z,cm _ ' a aether with the field vectors within
the magnetosphere. It is clear from

Figure 3. Vector Din- the vector diagram that the lines of
gram of Magnetic Field force are curved against the flow in
on Daytime Side. I) the region of the pole, as follows from
Boundaries of magneto- bheoretical considerations [13, 14].
sphere; 2) b_undaries
of shock wave. The relative freedom in the defini-

tion of front width leads to an error

of several tens of percent. Neverthe-
less, the data obtained indicate, in the aggregate, the existence
of a ,hock wave that stands off from the boundary of the magneto- /37
sphere. Everywhere inside this reglon, we observe strong fluctua-
tions of the magnetic field at a frequency in the megahertz range.

It will be recalled that the ion cyclotron frequency here is _H %
1 MHz.

The fluctuations of the magnetic field in the boundary re-
gion between the undisturbed plasma and the magnetic field are
clearly evident in the stage of magnetosphere formation in the
model experiments. The field surges are found to be especially
large when the frontal part of a plasma bunch carries a substan-
tial frozeh magnetic field. A sharp magnetic-field spike several
times the average level of the field frozen into the undisturbed
plasma is then observed in the transitional region during forma-
tion of the magnetosphere. The position of this spike and its
magnitude reproduced poorly from one time to the next. Figure 4
presents the results of magnetic measuremerts made in the stage
of magnetosphere formation. The position of the spike and its
absolute magnitude are represented by a s_ngle point on the

5O
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diagram. The abscissa of thls Z,_mg . m _ #

point corresponds to the average _-T'_"_'=__. \ .

position of the spike, and the --__.
ordinate to its average ampll- ""
tude. The latter varies through "'"

a factor of two or three from one -zN

experiment to the next, and the V _\position of _ts maximum drifts in

a range of +_i cm from the average - _ "##
position. The strong fluctua-
tlons and poor reproducibility _N
preclude accurate construction

I
of the contours of this surge, Figure 4. Contour of Mag-
and for this reason the diagram netlc Field on Daytime Side
indicates only the average value, in Stage of Statlonary-Wave

Formation.
The appearance of the mag-

netic-field spike in the initial
stage of interaction of the plasma bunch with the dipole field is
ascribed naturally to flattening of the m@gnetic field frozen into
the frontal part of the bunch, if the magnetlc-fleld distribution
curve is steeper in the frontal part of the bunch than the concen-
tration distribution, the ratio of the magnetlc-fleld intensity
to the density of the plasma, H/n, is much larger in this region
than in the rest of the plasma. An increase in concentration at
the front of the shock wave also causes an increase in the field
frozen into the plasma. As a result of compression by the main
stream of the plasma, the region of the bunch with relatively low
plasma concentration in the frontal part is compressed more
s_rongly. With a sufflclently steep field contour, this increase
may result in a cumulative burst of the field to a value several
times the average on the shock front.

The magnetic-measarement data indicate that the nature of the
observed fluctuations may be related to nonunlformlty of the field
frozen into the plasma bunch. On the other hand, it is known that
discontinuities with equal total pressures on either side exist In
the solar wind:

H i

+ nk (7', + T_)= const.

For certain types of discontinuities, e.g., for those In which the

sum Te + T i undergoes a stepwise change, the ratio H/n also changes

stepwlse. This means that conditions similar to those examined In
the present experiment are developed in the solar-wlnd plasma,
i.e., the magnetic-fleld fluctuxtlons In the solar wlnd should In-
crease as the plasma stream crosses the shock wave. It appears
that the interaction of the solar wind wlth the earth's magnetic "
fleld is accompanied by enhaucement of such fluctuations, which
are also observed behind the, shock-wave front in the so-called
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turbulent-plasma zone.

An independent confirmation of shock-wave formation in ex-
periments with supersonic flow past a magnetic dipole is also
found in the results of direct measurements of plasma concentra-
tion along the z axis in [4].

The formation of a shock wave at a concentration %10 .3 cm -3
and a temperature of _15 eV cannot be explained as due to dissi-
pation by Coulomb collisions, since the free path is considerably
longer than the characteristic dimension of the interaction re-
gion. The existence of a colllslonless _hock wave is also Indl- /38
cated by the width of the transitional layer between the magneto-

sphere and the free stream, which is near c/ri0, where _o = -7/-

is the ion Langmulr frequency. A front width c/_0 _ Pl is ob-

tained in shock-wave theory [15], agreeing quite closely with data
from measurements on space vehicles [16].

In the aggregate, therefore, the existing experimental ana
theoretical data permit the statement that a colllslonless shock
wave whose front lles at a certain distance from the boundar_ of
the magnetosphere is observed under the conditions of the present
model experiment. Since there are a number of various physical
processes that might be responsible, either separately or slmul-
taneously, for the formation of the shock-wave front, special
interest at _ _hes to investigation of the nature of the micro-
fluctuations on the front. Ion-acoustlc instability is often
cited to explain dissipation in a colllslonless plasma. The char-
acteristic wavelength of the Ion-acoustlc instability is on the
order of several Debye lengths, i.e., _10 -3 cm for the present ex-
periment, and the hlgh-frequency end point of the spectrum is _0,
i.e., _I0 9 Hz. A report on the development of ion-.acoustlc insta-
bility under somewhat different conditions within the shock-wave
front will be found in [17].

Under the conditions of this study (8 > I), there is every
reason to expect microfluctuatlons related to the instability
of the hydrodynamic waves due to pressure anisotropy.

Yu.A. Berezin and R.Z. Sagdeyev recently investigated Alfven
instability arising at P, > P± +//'Ms. Magnetoacoustlc turbulence

is excited in the converse case with P_>P . It was shown in

[18] that an anlsotropy of _5 results in a fluctuation amplitude
on the order of the field frozen into the plasma. The character-
istic frequencies should lle in the range of the ion Larmor fre-
quency, i.e., near 1 MHz, and the wavelengths should be _Pi' i.e.,
_5 cm.

The microfluctuations were measured with two magnetic probes
having a loop diameter of 2 mm. The signal from the probes was
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Figur_ 5. Magnetic-Field Fluctuations (Scan- :
nlng Time 20 _sec). a) In free p]asma stream
and within shock-wave front; b) in magneto-
sphere and within front.

applied to an oscillograph, i.e., the time derivative of the mag-
netic field was registered directly. When the probe was introduced
into the frontal region of the shock wave, its signal level in-
creased by more than 1 order. The characteristic frequency of the
fluctuations was around 1 MHz. Strong fluctuations with amplitudes
_H0 were observed near the front and over the entire distance from
the shock wave to the boundary of the magnetosphere.

Placed inside the magnetosphere, the probe registered weak i
oscillations of approximately the same magnitude as those in the
free plasma stream. Figure 5b presents oscillograms from the
probes, one of which was in the magnetosphere, while the other
was inside the shock-wave front. Figure 5a shows fluctuations
typical for the undisturbed artificial solar wind. The upper
beam recorded the signal from a probe Ir the free plasma stream,
and the lower beam that of a probe inside the shock-wave front.

Figure 6 presents oscillograms obtained with both probes in
the region of strong fluctuations. They were recorded with the
two pr_oos less than _3 cm apart, and indicate a rather high cor-
relation of the signals, indicating a wavelength considerably
greater than the Debye length and on the order of the ion Larmor
radius. When the probes are separated by approximately four or
more centimeters, the correlation becomes weak, apparently indi-
cating strong absorption of the waves by the plasma.

;_
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Figure 6. Field-_'luctuation Measurements
with lh,,oProbes at Different Distances from

One Another. a) Z = 1 cm; b) Z = 2 cm.

Patrick and Pugh recorded fluctuations with frequencies of
_l MHz at Mach numbers around 2. It is possible that disspiation
was also related to hydromagnetic-wave instability in that case. /40
Precise comparison of the results of [19] with experimental data
is impossible, because Patrick and Pugh did not make correlation
measurements.

3. The Neutral Layer

It was assumed in designing the experiments to model the
shape of the geomagnetic field on the night side that the plasma
stream penetrate3 across the boundary of the magnetOsphere. Most
probably, the penetration takes place either through the neutral
points, which degenerate into neutral lines in the two-dimensional
case, or by way of instability of the plasma/magnetic-field bound-
ary.

Penetrating the magnetic cavity, the plasma stream should
pull lines of force to the night side, thereby giving rise to the
neutral layer that has recently been detected by satellites. The
field intensity in the neutral layer is zero. Near the median
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'_/_ ¢'I:PRODUCIBILITY.OF: THE ORIGINAL PAC.,E IS PC.,<)_,. -:

Y
plane, the lines of force are
parallel to the neutral layer

_ and take opposite directions
> in the north and south half-

_ spaces. Actually, it appears /
_ that the magnetic field in !
: the median plane does not

_ vanish exactly, although it
is small enough to permit use

_ of this approximation [20,
_ 21] It is in this sense

- /that the curr_nt term "neu-
tral layer" should be under- a
stood. N ,.

_ Figure 7 shows the shape _oI/ _,

of the lines of force in the __

plane passing throrgh the
i magnetic axis and _he earth-

sun llne according to satel- _,_- C__,____-_,___RElite data. For comparison, _ _-_'__#_-
the same figure shows the
configuration of the undis-
turbed magnetlc-dlpole field.
We see on comparison of the

_ configurations that when a _ b
neutral layer is formed, the

vertical component Hy of the: Figure 7. Shape of the Earth's
magnetic field should vanish Magnetic Field According to Arti-

• , at a certain distance from ficial-Satellite Data, and the :
: the center of the dipole. Field of the Undisturbed Dipole. _ _

a) Undisturbed magnetic di_oie;
Let us now consider how

b) magnetic dipole disturbe_ by
_ the shape of the magnetic solar wind.
i field changes on the night _i
! side in the flow around the

magnetic dipole in the present experiment. The measurement wa_ _
_ m_ e with a magnetic probe having two coils 6 mm in diameter,

which were positioned in such a way that the probe could measur}

two magnetic-field intensity components simultaneously: Hy an_

: H z. Figure 8 shows experimental distribution curves of _he v_r- i_

tical component for two cases: the undisturbed-dipole field (curve :
• i) and the field when a plasma stream is directed at the twc-di- _

mensional dipole (Fig. 2). It is evident from comparison _f the _
...._. ,e • i C ,curves that the interaction of the plasma with the dipole "_ .... <

field causes the vertical field-intensity component to vanish be- '_

ginning at a distance of 15 cm from the center of the dipole, How- iever, the good agreement of this experimental curve with whal oc- _ _
curs on formation of the neutral layer does not constitute ir-
refutable proof of its formation. This i_ because va._h_.,_, of

the component along the axis does not mean an increase in _!_c _ _

-- ,._
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_ horizontal components Hz, which
u have different directions above

and below the hypothetical neu-

u tral layer.

_o An experiment in which
both magnetic-fleld intensity

to /_ _ z,_m components are measured simul-
taneously near the central
plane yields much more infor-

Figure 8. Vertlcal, Intensity marion. Such measurements were
Component

_Hy) on Night Side. undertaken at several fixed
values of the z coordinate. In
each series of measurements, the

magnetic probe was moved in the vertical direction, crossing the

equatorial plane, and the components Hy and Hz were measured sim-
ultaneously at each point. The results of the measurements can be
used not _nly to determine the direction and magnitude of the field-
intensity vector, but also to follow the progressive transition
from the configuration of the weakly disturbed field near the cen-
ter of the dipole to the configuration of the neutral layer at
greater distances.

The complete directidnal pattern of the intensity vector in /42 :
the model experiment appears in Fig. 9. We observe a rather long
segment on which the lines of force near the equatorial plane are
parallel to the stream velocity on one side of it and antiparallel
on the other, i.e., exactly the configuration that corresponds to
the neutral layer detected by _atellites. The lines of force di-
verge at greater distances. It is difficult to state at the pre-
sent time whether this divergence is a consequence of the develop-
ment of instability or cross-connection of lines of force. Esti-
mates indicate that the time to development of the instability
[22, 23] exceeds the time of the experiment, and, on the other
hand, decomposition of the plasma on the side walls of the vacuum
chamber should lower the external plasma pressure on the magnetic

y,_m

z • I

Figure 9. Vector Diagram of Magnetic Field
in Model Experiment.
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Figure 10. Distribution of Figure ll. Curves of Magnetic
Plasma Concentration Along the and Gas-Kinetlc Pressure Dis-
Neutral Layer. trlbutions in the Direction

Perpendicular to the Plane of
the Neutral Layer.

tall with increasing distance from the dipole.

To confirm the hypothesis of tall formation as a result of
extension of lines of force, it is important to investigate the
concentration distribution in the region of tho layer of vanish-
Ing magnetic field. Such data can be obtained by two independent
methods:

a) obtaining the distribution curve of the plasma gas-kinetlc
pressure nkT from the pressure balance:

CJ × H = VP, where j = 7-_-nrot H ;

b) direct measurement of the plasma concentration and elec-
tron temperature with a double electric probe.

Figures l0 and ll show the plasma-pressure distribution in
the direction perpendicular to the neutral layer and the concen-
tration distribution along the plane of symmetry. Data obtained
by both methods are in agreement, indicating that the average
energy and average concentration of the plasma in the neutral
layer are of the same order of magnitude as in the plasma stream.

Formation of the tail of the magnetosphere in experiments
with a two-dimensional terrella is difficult to explain in terms
of leakage of plasma into the tall through the neutral points on
the daytime side, and the pulling of lines uf force by a stream

i penetrating into the magnetosphere as a result of plasma anoma-
lous resistance agrees most closely with experiment.
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DISSIPATION OF ENERGY II_MODEL EXPERIMENTS

(Translation of "Dissipatsiya energii v model'n_'du eksperiment_kh.") ._

I. M. Podgornyy

ABSTRACT

Studies of the interaction of a plasma stream with a magnetic dipole have shown
that the thickness of the plasma/field interlayer is considerably greater ".hart the
characteristic plasma dimension c/_ 0. Broadening of _ _ layer is due to the
formation of a colllstonless shock wave. To demonstrate collistonless dissipa-
tion, the Joulean losses were calculated using the conductivity value obtained
from the skin-layer thickness. Analysis of the various physical processes showed
that the hypothesis of colllsionless dissipation of the directional plasma flow
Is justified. With 1 illustration and 17 source citations.
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DISSIPATION OF ENERGY IN MODEL EXPERIMENTS /44

I.M. Podgornyy

A colllsionless shock wave is observed in experiments to
model the interaction of the solar wind with the earth's magnetic
field when they are carrledout under conditions that satisfy
the llmlted-modelllng principle [1-3]. Since the width of the
shock wave and its distance from the boundary of the magnetosphere
are comparable, it is not possible to make an accurate comparison
of the experimental magnetlc-fleld contour shape with those ob-
tained theoretically under various assumptions. Under these con-
ditions, it is important to have an independent proof of dls_Ipa-
tlon of the energy of the directional plasma motion, since it is
possible to advance an alternative explauatlon of the magnetic
measurements that states that the broadening of the transitional
layer from the undisturbed plasma to the magnetic field of the
magnetosphere in the model experiment is not associated with ap-
preciable dissipation of energy, i.e., the shock wave is not
formed. Although this last assumption is inconsistent with the
aggregate of available experimental data, the best way to refute
it is to find a direct proof of strong energy dissipation in the
transitional layer.

The width of the plasma/magnetlc-field transitional layer
depends on the'stream-energy dissipation mechanism and is found
to be different for different initial conditions. In the inter-
action of a magnetic field with an ideally conductive plasma,
when the plasma pressure on the boundary is offset by the field
pressure, the transltlonal-layer width is c/_0 _ This quantity,
which is derived from the Chapman-Ferraro theory, corresponds to
the case in which col1_ctive processes, which further broaden the
layer, _re absent. Analysis of a fluid of finite conductivity
boundea by a magnetic wall leads to a layer width determined by
the magnetic viscosity c'/4_o,where e = e'n#Im,is the conductivity
of the plasma due to Coulomb collisions. For plasma flow past
the magnetlc-fleld reglon, the transltional-layer width is then
found to be

6_m= c'/4_, (1)

where v is the velocity of the plasma stream.

Leaving aside consideration of the specific phenomena that
accompany the interaction of a supersonic plasma stream with a
magnetic field, we may assume that a certain transitional layer

*Here c is the velociSy of light and _=_ is the plasma fre-
quency.
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3-5 cm thick, or two orders thicker than the inductive (or col-
llslonless) skin layer c/_0 or the skln layer determined by Joule-
an heat losses in (1) exists between the magneUc field and the un-
disturbed plasma.

If we generalize expression (1) to the case of partlcle-wave
interaction and use the experimentally determined value of the
layer width, we obtain an electron-colllslon frequency hundreds
of times higher than the frequency of Coulomb collisions In a
plasma with the parameters selected. Consequently, the broaden-
ing of the plasma/fleld transitional layer yields a direct indl- /45
cation of the presence of collective interactions, which may be
responsible for dissipation of the energy of the directional mo-
tion and for the formation of the shock wave.

Plasma theory considers several mechanisms of charged-par-
ticle-energy dissipation in the time interval between two Coulomb
collisions. These include Landau damping [4], scattering of ,.'_ves
by particles [5], and mixing of particle orbits In the m&gne_ _v
field [6]. The first of these mechanisms provides for transfer
of energy from the wave to the particle if the phase velocity of
the wave is near the velocity of the particle. Landau damping re-
sults in direct transfer of energy from the wave to the particle
and ls apparently one of the basic thermalization mechanisms of
tt}e turbulent wave spectra. At a high enough turbulence level s

th_ effective free path _turb _ 1/22 (_ is the amplitude of the
turbulent field) may be much smaller than the free path for Cou-
lomb collisions. Thus, the part played by collislonless processes
depends on the turbulence level of the plasma, which, in turn,
depends on which instabilities are excited under the particular
experimental conditions. A typical example of the appearance of
colllsionless dissipation of directional plasma motion is found
in shock waves in a strongly rarefied plasma.

The possibility of formation of a shock wave in a collision-
less plasma propagating perpendicular t the lines of force of a
magnetic field was examined by R.Z. Sagdeyev [T, 8]. If the Lang-

=If _ exceeds the Larmor frequency _. = eHlmc,n;ulr frequency e0 __ ,,,

we have, for waves longer than c/_., a oomplete analogy with ocean
waves on a shore with a gently sloping bottom profile. The motion
of waves in shallow water is described by the one-dimensional equa-
tions

av _o ah
a-T+°_ =- gTx'

" (2)

_i'+ (hv)=O.
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Here g is the accelerabion of gravity.

A wave of arbitrary form becomes steeper as a result of de-
celeration against the bottom. The upper layers of water run
ahead of the lower layers, forming a crest. The lead is limited
by gravity, the action of which causes water to fall from the
crest. The wave "overflown across itself."

Equation _2) agrees exactly wlth the equationz oi motion oe
nkT

a plasma with small _= H_/S_ across a magnetic field when the

wavelength exceeds-_o_... characteristic dimension c/_0. The mag-
netic field plays the part of channel depth for such waves. In-

I!

deed, the propagation velocity VA-- _ of the disturbanc_ is
highest for the apex, and the p_cfile of a wave of arbitrary shape
should become steeper

Steepening of the wave front should be observed not only for
low-frequency disturbances propagating at the Alfven velocity, but
also for higher-freq_ency disturbanceL. The necessity of steepen-
ing follows from the dispersion relation. For frequencies below

e!!

the hybrid frequency eh = and a sufficiently dense plasma,

when the Langmuir frequency exceeds both cyclotron frequencies
(under the condition_ of the present experiment, _0 > l0 II sec -_ /h6

and _H _ 5 • 109 sec-=), the dispersion relation takes the form

_,,_, (3 )
1 _|

_t

It follows from "his relation that as the disturbance wavelength
1/k increases, 5o does its phase velocity u/k; long waves tend to
overtake short waves, and the front becomes steeper. 0the_wise,
the oscillation front would be drawn out, since short waves would
run out ahead. Rapi_ steepening continues until _h_ front width
reaches a value _c/_0, at which th_ phase velocity becomes inde-
pendent of disturbance wavelength. At sufficiently large Mach
numbers (M > 3), the ordered structure is d_stu_bed and it becomes
Imposslb_a to onstruct a nonlinear flow in which the stream velo-
city has a unique value at each point. Breaking occurs in much
the same way a_ in the propagation of an ocean wave at a gently
inclined shoreline, and the velocity on the front becomes many-
valued. It has three values at one p, ut. On breaking, _he width
of the front in a liquid is establishea by the falling of x_er
from the crest under the influence of gravity. It was shown in
[7] that the magnetic field takes the part of gravity in the break-
ing of a shock wave in a plasma, and thet the width of the tra_si-
tlonal region is approximately equal to the radius of curvature of
the ion trajectory in the transitional layer:
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Since the magpetlc pressure on the boundary is offset by the
stream pressure,

= (4)

the width of the transitional ±ayer is

6= clo; "%=V (5)

The countercurrent that forms on breaking of the wave front

at a velocity difference larger than V'_ is accompanied by
buildup of ion-acoustlc oscillations. B.B. Eadomtsev K9] showed
that for two opposed beams with velocities v0 and -v0, the char-

acter±stic instability wavelength at _H/V_Is c/m0. For a

hot enough plasma with ,r_H'i&x, when _ri_Hl_.lln. the wavelength
corresponding to maximum increment equals c/_0. Analysis of the
Ion-acoustlc instability and the firehose instability of Alfven
waves also leads to the same length scale ElOS. The characteris-
tic frequency of development of such instabilities, flH = eH/Mc, and
their development requires that _I, i.e., that conditions cor-
responding to the experiment under consld_ratlon be satisfied.
The Alfven and magneto coustic instabilities arise in the presence
of a plasma-pressu,_ a:Isotropy and develop at P_ _/8_ +P± and
P_Pn , respectively. Here PI and ,P_ are tha plasma pres-

sures along and across the lines of force.

Thus, the width of the transitional layer cannot be smaller
than c/m0 and is apparently near c/_0. Under the conditions of
the present experiment El-S], these quantities are equal to 0.2
and 7 cm, respectively. The value obtained by experiment is _5-
6 _m (from which it is necessary to subtract the standoff distance
of the shock wave from the obstacle, _2 cm), i.e., it falls in
the range indicated.

The satisf_ctory agreement between the experimental value of /4___7
the layer width and the theoretical estimate for breaking of a
wave propagating across the magnetic field still cannot be re-
garded as a definite proof of dissipation by this mechanism. How-
ever, there is no doubt that the considerable width of the transi-
tional region as compared _o c/_0 indicates the presence of dis-
sipative processes unrelated to Coulomb collisions.

The distribution curve of magnetic-field intensity at the
plasma/field boundary can be used to estimate the fraction of

6S

k
a •

x

( .1
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directional-motion energy that is transformed into heat, i.e., to
establish whether the conditions fcr formation of a shock wave are
at hand in the present experiment. The energy dissipated in. the
form of heat per cubic centimeter of transitional layer per second
can be written

W=JE. (6)

Let us examine the area of the plasma in the neighborhood of
the frontal point. Since the stream pressure is offset by the

I
force -i-j×II, the direction of the current is perpendicular to the

directional-motlon vector of the plasma stream and to the lines of
force of the magnetic field. Then the relation bet_:een j and £ can
be obtained from the generalized Otnn's law:

Placing the x axis parallel to J, we obtain the projection
onto this axis.

I

E =-TJ. (8)

As already noted, the conductivity of the plasma under the
conditions of our experiment is determined not only by Coulomb
collisions, but also by specific collisionless processes, so that
determination of the dissipation requires knowledge of the effec-

tlve conductivity value aef. The effective conductivity is re-

lated to the transltional-layer width _ by

(9)

Using Maxwell's equation for the current density, we obtain
an expression for the power dissipated in the form of heat in a
colt'mn of plasma with a cross section of 1 cmZ:

= gvSWd: clo)

We note in passing that the existence of a single current com-

ponent, Jx' follows from the two-dimensional statement of the prob-

lem, and that the remaining components of the curl are equal to

zero; conse( ,ently, curl ;l=_ ,w1: Since the second term is an" dy "

order smaller than the first for the frontal point_ the following
formula can be used for rough estimates:
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Using experimental data for the distributions of Hy and Hz
_nd comparing the value calculated for the energy that has been
converted into heat with the energy transferred by the stream, we
obtain a figure near 50% for the percentage of energy dissipated
in the form of heat. It is difficult to n:_ke a more accurate esti-

mate on the basis of available data. Howecer, the large dissipa-
tion coefficient obtalned in this way provides additional support /48
for the statement that a collisionless shock wave does exist in
the present experiment.

The existence of dissipative proc-
esses under supersonic-flow conditions

should result in formation of a shock _ __/no
wave with a front width equal to the _
dissipation length; in the transition-
al-layer region, therefore, we snould _ Z
observe a concentration Jump, such as
occurs in experiments with e-pinch 1o_ zoo JN
shock waves. The figure presents typi- "Z"zmm,;-

cal results of such an experiment as Magnetic-Field and Con-
obtained by J. Staemper at the Uni- centration Contours on
versify of Maryland. The shock wave Front of Collisionless
in these experiments was excited by a
magnetic-field pulse with lines of Shock :_ave. The FieldDirection in the Piston
force antiparallel to _he field frozen is Antiparallel to the
into the plasma. The configuration of Field Frozen into the
the magnetic field outside the plasma Plasma.
(magnetic "piston") is not indicated
in the figure.

Experiments on the concentration distribution in the region
of the plasma-field transitlonal layer offer an independent proof
of the formation of a shock wave ,n interaction of a stream of col-
lisionless plasma with a magnetic dipole. Such an experiment was
also performed in [i], so that one more proof of the existence of
the shock wave exists. According to the available data, the shock
wave set up in supersonic flow past a body stands off from the ob-
stacle, so that a subsonic flow of plasma that has been heated on
passage through the shock front exists in the space between the
body and the shock front. (The term "sonic velocity" is used here

[ in its generalized sense, i.e., it refers to the propagation velo-
! city of the waves responsible for formation of the shock wave )

The most characteristic propagation velocities of disturbances in

i plasma are the ion-acoustic velocity _-/_and the Alfven velocity.Ion-acoustic oscillations build up when Te • Ti-
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Then the width of the plasma/field transitional region is
composed of two parts: the shock-wave front and the region of
heated plasma behind it.

If we use Spreiter's numerical calculations of the standoff
distance of the shock wave from the magnetopause [!l], it must be
assumed that approximately half of the transitional-layer width
(_2.5 cm) is determined by the standoff distance of the shock wave
from the obstacle, while an equal amount is due to the shock front.

Distribution curves of the vertical magnetic-field component
do not clearly separate the region behind the shock-wave front
from the magnetosphere. Measurements of the horizontal component
perpendicular to the velocity vector are much more indicative in
this respect. Since this component vanishes in the magnetosphere,
the position of the magnetopause is easily determined here, so
that an inference can be drawn regarding the standoff of the shock
wave from the magnetic piston.

The shock wave is observed to stand off from the obstacle in
space when the solar wind interacts with the earth's field. Many
independent measurements indicate that the shock-wave front stands
off from the magnetosphere at a distance of %10 9 cm, which agrees
within the limits of measurement error with the calculated data of
[!i]. The entire space between the magnetosphere and the shock
front is filled with hot turbulent plasma, in which the magnetic-
field intensity vector fluctuates strongly, both in magnitude and /49
in direction. These fluctuations are clearly evident on plots of
magnetic measurements made on the IMP-I and IMP-2 satellites [12,
13]. A similar picture is obtained, according to [14, 15], for
the interaction of the solar wind with Venus. The concentration

Jump and the magnetic-fleld fluctuation front that occur at a dis-
tance of 15 000 km from Venus are interpreted as the front of a
shock wave that stands off from the surface of the obstacle in the

flow. Throughout this region, the plasma concentration and the
average magnetic-field intensity are several tim _ larger than the
corresponding values for the undisturbed solar w , The occur-
rence of magnetic-fleld microfluctuatlons on the _ck-wave front
favors the hypothesis that the present experiment _s characterized
by precisely this picture.

The question as to the specific mechanism of stream-energy
dissipation on the shock-wave front has not yet been finally re-
solved. Measurements of the magnetic-field fluctuations in the
model experiment considered here [16] indicated the existence,
within the front of oscillations at a frequency Ntis= ell/Mc and

wavelength _p_ = Mv&ell. These results indicate instability of the

magnetohydrodynamic waves _at arise when plasma pressure is anis_ropic.
T_s mecha_sm may not be _e only one, since _e possiblllW of b_ldup of
lon.-acous_c ins_blli_ at _ _ 1 and T, > Ti _annot be excluded.
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It appears that the instability of the two-stream ion motion
that results from reflection from potential humps plays an impor-

m rant role in the stage of formation of the shock-wave front [17].
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ANALYSIS OF METHODS OF MEASURING ELECTRIC-FIEID STRENGTH IN THE MAGNETOSPHERE

(Translation of "Analiz metodov izmereniy napryazhennosti elektricheskogo

polya v magnetosfere. ")

S. I. Kllmov

ABSTRACT

Various methods of electric field strength measurements are

examined and evaluated as to accuracy, and the requirements
made of instrumentation for satellite measurements of elec-

tric field strength in the magnetosphere are indicated. With

4 tables, 3 illustrations, and 25 source citations.
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AN_'_YSIS OF METHODS OF MEASURING ELECTRIC-FIELD /50
STRENGTH IN THE MAGNETOSPHERE

S.I. Klimov

The motions o¢ the magnetospheric plasma as a single entity
and a number of processes that take place in it are determined by
the electromagnetic tensor of the interplanetary medium. The mag-
netic component of this tensor has now been adequately studied,
thanks to measurements made from satellites.

Theoretical calculations indicate that electric fields may
be generated in wind motions at the ionospheric level, on the
interaction of the solar wind with _he earth's magnetosphere, and
in drift motions, and influence processes taking place in auroras,
in the trapped-radiation zone, at the boundary of the magneto-
sphere, etc. Determination of the electric component of the ten-
sor is difficult because very few direct measurements of the elec-
tric field have as yet been made [1-8]. This has been due both to
the low strength of the field and to the presence of interference
of various types. Thus far, no reliable and accurate method has
been found for measurement of small electric fields, under either
space or laboratory conditions [9, i0].

The present paper defines the requirements to be r_t by
known methods of measuring electric-fleld strength, com ..es meas-
urement accuracies, and discusses the possibilities for use of the
methods for measurements in various parts of the magnetosphere.

I. Determination of Measurement Range and Accuracy

In all methods of electric-field measurement except that of
the artificial ionized cloud, the measuring instrument moves to-
gether with the satellite in the magnetospheric plasma. The elec-
tric field E, measured in fixed earth axes, is defined by the equa-
tion i

E=E'--Ev.--E,, (I)

where E' is the electric field measured by the instrument in the

coordinate frame of the moving satellite, Evu = _II" x HI is the

induced electric field, V is the velocity of the satellite's mo-
tion relative to the earth, H is the intensity of the geomagnetic

field, and Es is the electric field created by the charge on the
satellite.

Let us _valuate the contribution made by each of the terms.

Es is related to the potential Cs of an area of the satellite's

surface with respect to the neutral plasma by
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_=_, (2)

where 8 is the thickness of the space-charge layer surrounding the
satellite.

The potential of a conducting bocy in a plasma is found from
the condition of zero total current to _e body _I]:

l.+x,. = & + r,, +_p+ &, (3)

where Ie is the current of thermal-plasma electrons, Ire is the

current of radiation-belt electrons, Ii is the current of plasma

ions, Iri is the current of "radiation" protons, Ip is the photo-

electric current, and Is is the secondary-electron current.

In the ionosphere, where th _lectron and ion concentrations /51 :.

are high (ne = ni = i0_-i06 part ]es/cm3), the photocurrent and --

radiation-particle current can usually be disregarded, determin-

ing the potential of the body from tne condition Ie = Ii, which

can be used to find an expression for the potential of the satel-
lite surface [123:

kT I _ 8.F.

-7- m (4)
"l

where k is Boltzmann's constant, T e is the electron temperature,

e is the electronic charge, Se is an area approximately equal to

the area of the projection of the satellite onto the plane normal
to the magnetic line of force, S+ is the area of the projection

of the satellite onto the plane normal to the velocity vector, Ve

is the average thermal velocity of the electrons, and V s is the

velocity of the satellite. For a satellite 1 meter in diameter
the surface potential of the satellite is approximately 0.3 V at

T e = 1000°K. As a satellite with a conductive surface moves in

the geomagnetic field, a potential difference of about 0.4 V (at
a 1-meter satellite diameter) may arise between two diametrically
opposite points on the surface. In this case, the surface of the
satellite is no longer equipotential.

In the ionosphere, the satellite's surface potential is for
the most part negative at about 1 volt. At 6 = 1 • l0 -_ meters
E = l0 s V/m. The electric field measured experimentally in [71S

at the surface of a satellite was (1.5-1.6) • l0 z V/m. In some
cases [1S, 14], higher negative potentials (_20 V) and positive
potentials have been observed on the surface of the body. Nega-

' tlve potentials on the order of i kV are possible in the outer

i
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TABLE i*

Heitm_t_ aont_ Y. )'De, ,E_. EVIl, AEyH ' AV, AO. AR"
',con_i'-m/see m V/s V/m m/eecan._ des B--_" ti_

I

Night 8.t(_ 4.t0 -3 3.t0-' 4.t0-' j 3.10-' 45 250 0,?A 8.i0-*
* 8.10 "s 3.10 -s i3.10 -t 4.t0-t } 3.10-* 45 250 0,24 8.t0 "4

3000 ' 7-10 a 5.10 -= 1.10 -_ 1.10 "t I0 "4 50 II0 0,3 8.10-*

20000 , 5.10' 0,7 1-iC -s 4-10-" [ 10 "4 85 lZ 0,7 2.10 -I

50000 * 3-1P 40 1.10 -6 2.10 -_ ] I0"* I10 2,5 1,4 3.10-*

*Commas indicate decimal points.

Note: kDe is the Debye length for the electron and
AE'/_' is the relative error of measurement of E'.

radiation belt [ii], since the concentration of "radiation" elec-
trons is high and the plasma-electron concentration is _i02 partl-

cles/cm 3. In this case, Es may be quite large.

The space charge that forms around the satellite screens the
satellite's electric field. At a distance on the order of the

Debye length kDe (see Table i), this field drops by a factor of

e. At heights below 5000 km, therefore, Es can be disregarded if

the measuring instrument is at least 1 meter away from the surface
of the satellite. In the outer magnetosphere, the Debye length is
about 40 m. Consequently, the measuring instrument must be de-
ployed at a distance on the order of i00 m.

Let us evaluate the contribution of EVH. Table 1 lists data
from experiments to measure electrlc-field strengths on satellites

[15]. The maximum relative error of measurements of EVH , assuming

that its contribution permits measurement of E with errors no
greater than 10%, should not exceed the value determined from the /5___2
relation

AEvn E

Values of the absolute error EVH appear in Table I. The field

E_H can be calculated from knowledge of IV[, ]H I and the angle be-
tween these vectors in the satellite frame [16] or _e components
V and _ in this frame. Proceeding from the requirement
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we obtain the largest admissible values of the absolute error AV
and AH, which are given in Table i.

The value of IVI can be obtained by computing the trajectory
of the satellite in the orbital coordinate frame. The absolute

error AV with which a velocity component is determined depends on
the accuracy of determination of the orientation A0 of the satel-
lite frame wlth respect to the orbital frame, and can be calculated
with the conversion matrix linking the two frames [16]. To deter-
mine the velocity with the required accuracy, it is necessary that
the orientation be determined with an error no greater than 0°.25
in the ionosphere or 1°.5 in the upper magnetosphere.

Let us consider whether the required measurement accuracy AH
can be obtained. The intensity of the geomagnetic field is defined
in our coordinate frame by the expression

/It =/-/' +el rxEl. (6)

Even at the largest value of E (see Table i), the contribution of
the term 81V x _I is negligibly small, and it can be assumed that
H = H'. The accuracy of determination of the magnet!c-field inten-
sity depends on the error of the magnetometer and, unless measure-
ments are made simultaneously in all three components, on the rate
of change dH/dt of the magnetic field and the rate of change of
the direction of the vector H. All of these errors should, taken
together, yield a figure smaller than that determined from Eq. (5).

A three-component magnetometer with a measurement range of
50-50 000 y and an error of ±50 Y is required in the ionosphere.
Since the largest value of dH/dt = i000 y/sec, the telemetry inter-
rogation frequency must be such that the field can change by no
more than 50 Y during interrogation of all three components. Rota-
tion of the instrument also imposes requirements on interrogation
frequency. The position of the instrument may not change by more
than 0.3 ° during interrogation of all components.

As we see from Table i, Evu>E. If it is required that the

error of measurement of E be nO greater than 10%, the error of
measurement of E' will be determined by the following expression
with consideration of the possible disturbing factors:

A£' 1= I0"-'.,_
45 --I.- L5 _
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Values of AE'/E' for certain experiments appear in Table 1.

Thus, the measuring instrument must have a range of 5 • 10-5-
4 • 10-I _/m and be accurate to ±3 " l0 -_ V/m. It is expedient to
have an instrument with a range of 5 " 10-3-4 • 10 -I V/m and an
error of ±3 • 10-_ V/m for measurements in the ionosphere, and
one with a range of 5 • 10-s-10 -_ V/m and an error of ±I0 -_ V/m
for the upper magnetosphere.

2. Methods of Measurement /53

Methods of measuring electric-field strength can be classi-
fied in accordance with the scheme in Table 2. The classification

is based on the nature of the Instrument-plasma interaction.

TABLE 2. CLASSIFICATION OF METHODS OF ELECTRIC-
FIELD MEASUREI¢_NT*

Method Sensor type

Probe method Floatlng-potential probes:
static, rotating or transla-
tional motion
Probes at plasma potential

Electrostati_
induction method Electrostatic Fluxmeter

*The artificial ionized cloud method is also used
to measure electric fields [6, 7]. Since the
motion of the cloud is observed from the ground,
this method may be classed as a ground observa-
tion method; it is not considered in this caper.

L

PROBE METHOD

The Langmuir-probe method is widely used in plasma diagnostics
for electric-fleld measurements. Let us examine the possibility of
using this method for satellite electric-field measurements [17].
Figure 1 shows a typical current-voltage characteristic of a double
floating probe. If the plasma is in an external electric field,
the characteristic is not symmetrical about the coordinate origin.
In this case, the characteristic is, for identical probes and a
homogeneous plasma, sy_mmetrlcal about the point at wLich the cur-

rent vanishes (see Fig. 2), but this point U d is shifted by the
amount of the potential difference between the zones of the plasma
in which the probes are situated. Knowing the distance between
the probes, we can determine the strength of the electric field°

Probes at Floatin_ Potential

If a voltmeter is connected between the probes, they will be
at a floating potential determined by the current balance as given

73
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Figure 1. Typical Current- Figure 2. Current-Voltage
Voltage Characteristic of Characteristic of Double
Double Probe. Probe in External Electric _

Field.

by Eq. (3). In certain cases, this equation can be simplified to i

l.+l++lp=l, ('[)

where _ is the current flowing through the voltmeter.

The expression for the probe potential can be used [15] to /5__44 -+
esti_te the errors incurred in probe measurements. With consider-
ation of all currents appearing in Eq. (7) and the motion of the i
probe in the plasma, the floating potential ¢ of the probe is deter- <
_ned by the expression

kr, In -- 2-'_"_, , ( 8 ) :
?" • / kr, _ _, I

where r is the radius of the probe.

For measurement of the minute potential difference between +
the probes, it is very important that the probes be made of id._n'_i-
cal material and haJe identical sizes and shapes, preferably spherl-
cal. Nonspherlcal probes must be oriented in exactly the same way,
since the magnetospheric plasma is anlsotroplc.

Static probes

The potentia] difference U measured with the voltmeter is de-
fined as

U = dE_- 2AU,

' is the electrlc-field
where d is the distance between probes, E d

in the satellite frame, AU__iI_I is the changecompouont along d
i i

in _robe potential as a result of the current through the volt-
me_er, and _7_ iS determined from Eq. (8): i

{
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TABLE 3'

l_n menli;8]cot_.(Rr')mln'_m.m2 [r'lO)max,m"1 (R/d')maX,ohm.m"2 diain'• l- M;, • I_(_ _ _m r_/see°max'ttomJ

300 Ili_t t,6.1(P 1,4.t0-_ 4.t0' 0,5 4.t0 -z 9.t0_ 30
300 , 9.t0' 7.t0-* 4.t0' 0,5 3.10-z t.10' 17

3000 ' 1,9.10_ 1,6.10"-s 4.10_ 2,0 O,li 1,6.108 60
20000 , 6.106 4.10-* 4-10_ 14 0,3 7.107 --
50000 * 6.10' 4.1@"6 4.10' 146 3 7.10_ --

*Commas indicate decimal points.

acp V' ."_m,kT,, (,_)Cg"--'J-= 4_r'ae'-- exp _ .

For the measurement error to be small, it is necessary that

2AU <_ d.AE'd_._E'IE'.RIIJ,

where R is the resistance of the voltmeter. From this requirement,
we obtain

Rr' _ (RrS)mln AE' /E' ne_V exp= _ " (9)

Values of (Rr2)mi n for AE'/E' (see Table i) appear in Table 3.

Recogni __.; ,','_tthe accuracy of measurement of E is an orde2
higher tnan ":= _._racy of measurement of E', and that a poten-

kT, rJ
" P_ e 4d*tlal difference ,U-- may arise between the probes as a re-

sult of shadc,ing cf one by the other [15], we obtain a requirement
necessary for estimation of the distance d:

! AUp<d.AE' = tO-'d.E,

from which

These values are also included in Table 3.

Any resistance, including the voltmeter resistance I_, is a
generator of thermal noise. W'Lth a large enough distance between

: probes, the potential difference should be greater than the
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thermal-nolse voltage, i.e., /5___55

where I is the temperature of the resistance and A is the amplifier
bandwidth (103-10 _ Hz). We have _.ne condition

a (__) (amp IO_A_ (ii)

Values of (R/dZ)ma x are given in Table 3.

An expression for the smallest possible probe system can be
obtained from Eqs. (9)-(11):

Values of dml n, rop t, and Rop t are given in Table 3.

On the basis of the requirements as to the error AE'/E' (see
Table 1), we "tnd that the error of determination Ad/d of the dis-
tm%ce betweg, probes in the ionosphere may be no greater than ±8 •
• 10 -4 or ±2 10-3 in the upper magnetosphere. Bending deflec-
tions uf the booms may also contribute to the error Ad. The maxl-
mum angul=tr deflection of one of tile probes may not exceed 2_ in
the ionosphere or 3° in the upper magnetosphere.

Rotating probes

Difficulties arise in instruments with static probe systems
because of the appearance of a contact potential difference and
zero-polnt drift of the dc amplifier. These difficulties can be
eliminated by using a rotating probe system and making alternat-
ing--_urrent measurements. This increases the sensitivity of the
voltmeter by an order or more. But _nis method gives rise to its
own difficulties, whlch are assoclat_d with the higher probability,
as compared w_th stable probes, that the probes will enter shaded
zones. They may al_o have different veloclt_s with respect to
the plasma. _e maximum velocity dlffer_nce equals 2_d, wheye m
is the angular velcclty of the probe system (_d << V). The poten-

tial difference &Uro that arises between the probes as a _'esult
of rotation must satisfy the condition

16
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where, from Eq. (8), /56

The voltage measured with the voltmeter is defined as

_e _ondltlon

AUwo_dAE'_ |O'_E

requires that

Values of mmax appear in Table 3. The calculation of the basic

probe paraueters is the same as for the static method.

Oscillat_ng probes

Use of a system of probes that describe oscillatory motions
with respect to one another also permits alternating-current meas-
urements and preserves the advantages of the rotating probe system.
Probe-shading effects can also be eliminated with this method. The
probes also move at different velocities with respect to the plas-
ma, and the oscillation frequency must be determined with Eq. (15).
The sensitivity of this method is lower than that of the rotating-
probe method, but of the same order as (or even higher than) that
-f the static method.

Probes at Plasma Potential

The probe potential is usually negative, and the ion current
_theprobemakes a _rge contribution. _ The loncurrent can beml_-
mized if the probe potential is near the plasma potential. To hold
one of the electrodes of a double probe at plasma potential, it is
necessary that its surface area stand in a certain relation to the
surface area of the slgm_ _18 elee_ode, sot hat _ecurre_of
cha_ges of one sign onto this electrode can be compensated, regard-
less of itb potential, by the current of charges of the opposite
sign _theother elec_ode.
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If there are two electrodes,

(_ both at the plasma potential,

"_ ....... the electrlc-fleld strength com-
ponents can be determined by

_ measuring the potential dif-
-" ference between them. This

system can be used with three
Figure 3. Probes at Floating probes (Fig. 3). The voltage
Potential. measured by the voltmeter is

defined as

U = dE'+ _--

and

where ¢b is the blas-battery voltage, Cs is the potential of the /5___77

central electrode, ¢_ and ¢2 are the potentials of probes 1 and 2,
respectively, and Il and I_ are the currents to probes 1 and 2,
respectively.

TABLE 4*

200 5.10" l 3-I0 "s 4-iO' 0,04
_00 6-10.4 4 440-' 5.I0° 0,i3

20_0 • IgO 5.I0" 30 0,/4 3-I0' 0_5
._0 000 * 130 4"10 ../ 0,2 1,5"10 s 4,0

*Commas '.n_icate decimal points.

If ¢b is so selected that Ca = 0, we obtain, in analogy to Eq.

(9),

'V"_ (16)Rrs_ (RP) rain = aE'/_',,c,

It can be found from the definitions of the currentsto the

probes that
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--: (1"')rS 2 i -- exp

If the area of the central probe is much larger than that of

probe 1 or 2, Cs can be neglected by comparison with Cb' and then

1 _ - kTe
e,,"Ir R'"I/ (18)

The power P necessary to support the plasma potential in the probes
is

Values of ¢b and P are given in Table 4. In an analogy to (12)-

(14), we can obtain the parameters of the smallest probe system
with a central electrode:

iO-'_., (22 )
R = R_ = _ _mt.,

]/_ g=,_. (23)_ = r,4m :O.i kT,

These values are given in _able 4.

For a rotating (or oscillating) probe system, the maximum per-
misslble angular velocity can be found on the assumption that ¢ = 0

[see Eq. (].5)]. Values of mma x appear in Table 4.

Since Cb depends on Te [see Eq. (18)], which also varies, It
would be desirable to use an automatic device capable of holding
the probes at plasma potential. This device might, for example,
be based on a second-harmonic meter for the current through the
voltmeter wlth an extremely small oscillating field superimposed

on ¢b [18]. The first derivative of the probe current with re-

spect to the potential is also sensitive to plasma potential. The
potential at which the first derivative is largest is ts_en as the
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plasma potential [19]. The second pbtentlal derivative of probe
current, which changes slgn at a probe potential near the plasma
potential, is even more sensitive [20, 21]. We sbould also note

that the value of the current Ip at the plasma potential can be
used to determine the electron concentration nG in the undisturbed
plasma:

_ = c"__' (24)

where ve is the average electron velocity and S is the area of the
probe.

Electrostatlc-Induction Method

Some of the first measurements of electric-fleld strength
were made using electrostatic fluxmeters [1-3]. In a method pro-
posed by I.M. Imyanltov [22, 23], two electrostatic fluxmete_s are
placed at diametrically opposite points on the surface of a satel-
lite and measure the elect ic-field strength E' at the surface of
the satellite. On the assumption that the dimensions of the satel-
lite greatly exceed the thickness of the space charge, the electric
field directed along _he line Joining the fluxmeters Is determined
by the relation

E = _&--_ (25)
2m "t

where 6 is the chlckness of the space-charge layer, a is the diam-
eter of the satellite, and the subscripts 1 and 2 identify the
parameters at points 1 and 2.

If it is assumed that 61 = 62 = 6 and 6 is known with high
accuracy, we have

6 2ABe,

where AEI z is the sensitivity of either f!uxmeter.

Usually, a is on the order of ] meter. The difference _E{ -

E_) that inevitably appears in motion in the geomagnetic field
has a maximum In the ionosphere at 0.4 V/m, and is _2 • I0-_ V/m
In the upper magnetosphere. To determine [ with accuracy no poorer
than I0%, it Is necessary that the instrument have a sensitivity
no poorer than i0 V/m in the ionosphere (where 6 _ 5 • i0-s m) and
no poorer than 5 • 10-7 V/m in the upper magnetosphere (where 6 =

50 m). On the other hand, the fluxmecers used to date have had
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sensitivities around 5 V/m [24], the limit imposed by tile contact
potential difference that arises between their plates. An irlstr_-
ment In which this effect was minimized is described in [25]: it
has a sensitivity of 1 V/m. Consequently, fluxmeters can be t2sed
only for measurements in the ionosphere.

It mus_ also be noted that a minimum of four fluxmeters is

necessary to measure the vector E. In this case, the two fluxm_ter
pairs will not be operating under the same conditions, it is neces-
sary to determine many correction factors, and this greatly lowe_s
the acc_racy of determination of E.

CONCLUSION /5____99

Our review of various methods for electric-field :,,easurement
has indicated that the probe method can be used with all types of
sensors listed in Table 2. For measurements in the ionosphere, i't
is advantageous to use a rotating or oscillating system, since
these systems have the highest sensitivities and make it possible
to tune out contact effects. Use of rotating probes in the upper
magnetosphere gives rise to major design difficulties, which arise
out of the fact that the system has large geometrical dimensions.
Use of osc_llating-system detectors is therefore advantageous in
this region.

In the probe method, special attention must be given to clean-
liness of thLe probe surfaces. This requires thorough cleaning of
surfaces on the ground and maintenance of this cleanliness on in-
Jection int;o orbit. Metallized inflated probes must be used in
the upper rlagnetosphere. The @evelopment of such probeb is an
independent _.roblem.

To permit fuller interpretation of the measurements, it would
be desirable t,o measure particle concentrstions and temperatures,
as well as the distribution of the space charge around the satel-
lite, concurrently with the elcctrlc-field measurements. Electro-
static fluxmete1_s, which are capable of giving additional informa-
tion concerning the charge on the satellite, could be used in this
combination.

To obtain co.mplete data on the distribution of the electric
fields in the magn_etosphere, it will be necessary to make measure-
ments regularly and at various heights. Such experiments would
make it possible to improve the accuracy of the measurements and
might possibly lead to new measurement methods.
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HIGH-FREQUENCYTURBULENCE IN THE COSMIC PLASMA

(Translationof "Vysokochastotnayaturbulentnost' v kosmicheskoy plasme.")

V. A. Gudkova and V. A. Liperovskiy

ABSTRACT

The problem of quasistationary high-frequency Langmuir turbu-
lence, which is one of the types of turbulence encountered in
the cosmic plasma, is examined theoretically. With 3 illustra-
tions and 18 source citations.

I
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HIGH-FREQUENCY TURBULENCE IN THE COSMIC PLASMA /60

- V.A. Gudkova and V.A. Llperovskly

i. An enormous amount of experimental material on the physi-
cal processes that take place in space has been accumulated as a
result of the space research of recent years. However, there remain
many problems whose theoretical aspects have been neglected. In ex-
plaining many cosmic phenomena, it has been found helpful and promis-
ing to treat outer space as a rarefied plasma with developed col-
lective processes. The development of plasma theory over the last
few decades in the attempt to solve the problem of thermonuclear
fusion has led to a conception in which the plasma is almost always
unstable, and our picture of the plasma i_.3tabilitles has accord-
ingl_ been filled in quite completely.

Moreover, vigorous development of turbulent-_lasma research
began when it developed hhat the stable plasma is an extreme rarity.
Here we mean by "turbulent plasma" a plasma in which strong dis-
ordered fluctuations of wave nature have developed as a result of
instabilities and interact with one another and with plasma
particles.

To understand the properties of the turbulent plasma, it is
necessary to treat it as a mixture of gases: particles (electrons,
ions) and quasiparticles (photons and plasmons of various species)
with consideration of Cerenkov radiation, induced scattering, and
decays involving three and four quasiparticles in the kinetic equa-
tions for the particles and quasipar_icles. As a result of develop-
ed turbulence, both cosmic and laboratory plasmas exhibit a number
of peculiar properties. As a result of the development of insta-
bility, the plasma contains regions of elevated particle density
with which single particles "collide" under the conditions of a
practically collisionless (in the sense of pair collisions) plas-
ma. The "collective collisions," which are often many orders more
intense than pair collisions, result in such macroscopic processes
as anomalous diffusion of particles across lines of force of the
magnetic field and anomalous resistance. A plasma with developed
turbulence may be a source of high-frequency electromagnetic radia-

tion with a frequency _ >> _0e; a mechanism of statistical par-

tlcle acceleration operates in such a plasma, leading to th_ ap-
pearance of a small number of very fast particles (subcosmic and
cosmic rays).

Plasma tu2oulence is therefore a highly important factor in
a number of cosmic phenomena. Thus, in the interaction of the
solar wind with the earth's magnetosphere, the basic transfer of
enerEy takes place through a turbulent layer on the boundary of
the magnetosphere, where intense collective collisions develop.
They cause anomalous diffusion of particles across the lines of
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force of the geomagnetic field.

The processes of particle breakthrough in the vicinity of the
neutral points and processes of auroral-electron acceleration along
magnetic tubes of force, which lead to the appearance of auroras,
may be related to plasma turbulence. Satisfactory agreement has
not been attained either among investigators or between theory and
experiment in theoretical solution of these problems. Hence fol-
lows the need for further development of p?_sma-turbulence theory
for application to these and other cosmic i _enomena. In these /61
investigations of cosmic plasma turbulence, study of slowly-vary-
ing "quasistationary" states is particularly important, since
these states are obviously those most frequently encountered in
space.

Waves of various types may be generated as a result of insta-
bilities in plasmas: Langmuir, el_ctron-oyclotron, Ion-acoustic,
whistler, Alfven, magnetoacoustic, and other waves. All of these
_ave types interact with one another in a turbulent plasma. Since
there are very many wave types and possible "elementary" inter-
actions among them, solution of the problem of the turbulent quasi _-
stationary states is not feasible in the general case.

Since the investigation of turbulent quasistationary states
has become a necessary and pressing task of modern space phyzics,
it appears reasonable to begin this study with the simplest cases,
which are now within the reach of theory. In the future, solu-
tion of these simple quasistationary-turbulence problems will make
it possible to go on to the solution of more complex problems in-
volving many types of waves, an electric field_ etc.

In the present article, we shall dwell on one of the problems
of this sort that have been solved in recent years: the problem of
quasistationary high-frequency Langmuir turbulence.

2. Let Langmuir turbulerce be excited in a plasma, with the
waves (plasmons) havir,g frequencies corresponding to the dispersion
laws of the linear theory:

V2 _,,' _°°= m---l--' = %7." (2.1)

Thus, we shall henceforth be considering only weak turbulence, in
which the energy density WZ of the waves is much smaller than the

thermal-energy density nTe. As we know [1], it is necessary in

the problem of the evocation of Langmuir turbulence to consider
nonlinear processes of induced scattering of Langmuir plasmons on
electrons, induced scattering on ions, four-plasmon decay, in
which two Langmuir plasmons dgcay into two Langmuir plasmons with
different wave numbers (I+ _' _°'+ l_..and the decay of Langmuir
waves into Ion-acoustic waves at T._r, (l-_l +'@. The transmls on
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range of Langmulr waves is limited by the inequality k_ <1. where

In analysis of all of these processes, the transmission range
is broken up into a number of subranges, in each of which one or
another of the processes enumerated above will dominate, depend-
ing also on the turbulent energy W _.

The four-plasmon interaction has been examined in a number of
papers [1-5]. However, the expressions obtslned for the probabil-
ity of this interaction were valid, strictly speaking, only for

sma?.l wave numbers k_,_I/3vJ_._.For large k_e>'/, vi/_, (but k_o_1)

the results were either inaccurate, or were of the nature of esti-
mates, or did not take the ions into account consistently. It
therefore became necessary for correct cemparison of all possible
nonlinear processes to find a complete expression for the proba-

bility of the four-plasmon interaction for any kk e. The mathe-

matical complexity of the calculations for determination of this
probability was found to be considerably greater for kk,_>v_/Sv,

than for kko_V_13_,[Sl , because of the strong compensation effects

in calculation of the nonlinear current. It was therefore neces-
sary to make the calculations accurate to the fourth order of the
small parameter to obtain the first nonvanlshing term. We present
the derivation of the probability of the four-plasmon decay
I + _'-'-_1" + l_.

The kinetic equation for Langmuir plasmons, which takes ac- /62
count only of four-plasmon processes of the type I+ l'-*l"_l _'- t

takes the form [I]

ON (k) I dkldk2dk, II_t = t_)' w. (k_,k, Ik_,k) (N(k),V(k,) (N(k,)-- N (_,))+ ( 2.2 )
+ N(k,)_,(_,)(_V(_,)-- A'(k))),

where N(k) is the numerical density of Langmuir plasmons in k-space,
referred to 1 cm s of plasma:

N(_)=2_'1_*,1'1_ __.(,). (2.3)

The relations used in averaging over the ensemble of random-wave
fields are

' "4-.<Ek,e.5>ffi. 6(__ _,)6(__ _,)IE:_l,' (2.4)

Ie_I'-ffiIE. I'61_-o,(k))+ IE_h16(_+ _1_)), (2.5)
[
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where

t I E_(,', t) e-_(h'-'o d; dt ( 2.6 )

" (k_,k2 1ka,kl isis the Fourier component of' the total field and wu
the four-plasmon decay probability.

In the limit as N(i:)-_0, the rate of cbznge of the Langmuir-
wave energy due to the nonlinear interaction (2.2) equals

QZ= $ _k aN(k) _ _ coak_2a)' at 3 -_--F N (_;,I N (i_,)X ( 2.7 )
,_ . Zl .k _ dk,dih_IksxN(_sJwut _, ",]k_,k) X- (2_)" ""

On the other hand, this same energy change is the radiant in-

tensity of the nonlinear "extrinsic current" J(3)(k), which is pro-
; portlonal to E s, i.e.,

14s)(k) = SZizm.(k, kx, kt, k3) Ek,,tE_,,_E_,h'6_q.,

where d_ --. dkldk, zdk,sdetd,_2d_s6 (k -- kI -- k_- ks)5 (o)- (oI -- _2- _a), and

Za,..(k,k_,k=,k3) is the nonlinear conducti_'_.tY _ensor of the electronic

component of the plasma, which correspond_ to E s and is symmetrical
with respect to the permutation A___ k__ k_.

The radiant intensity of the current J(3')(k) is

-- lira _d_d_ =:i= T---[ _v <_;(')(k)hi,_ (k)_?_(k)>
V...t._m

- 9-_co(k)d_N(_,_)_V(_)A,_,:_)t,(_-- _ -- _,- _,'_)_("(_)--

(2.8)

Here

"_(_,_)=_® _,_----6_o_,_,(k,_

is the longitudinal term of the inverse Maxwel!4 o_erator (see /63
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t

for examplo, [I]) (v-,'_ shall neglect the transvecse term).

The formulas used in integration were
I

TV

6' (k)--,.e_(k)_r_',,

x IE_,I"'IE_,I'IB,,I',

: wh ere
k",¢zlk_mks.

:Z'(k, k,, /__,k,) = Z.,..(k, k,, k,, kO.--:-_-

with the following substitutions made in the East expression in
• "tth the con--recognition of (2 6;): e-_a,(k), /_,-,--_,, _,-_--_,,i.e.,

version to Z (/¢,k,_,_, --k,).

The expression for _._:z_,(/_,k,,k_,/_,)is obtained on so2ving t_r-,

kinetic equation for the electrons accu1ate to terms _E 3.

Much as was done, for' example, in [2], we shall proceed from
the kinetic equation -,?orthe electrons:

a! _FRO/ ofo-_ _+_E_, :0. (_'._..0)

Let us assume that /=lo +/_ + 12 + ]s, where Y'r "s the Maxwellian

distribubion function and f,, f_, and f_ are the corrections to it
corresponding to the fir,_t, second, and third powers of the total !
field E. _e write these corrections in the form of Fourier inte-
grals and obtain from the equations for the cor._ections _,

(2.ii)t _ alo
t

___I "-_V__:_,_
_ ,., o.o.., C? i.3)

X ']_*ko ,_tl9(1)81-- _II' Jr. I_, "_'_ U/_EIl,
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The nonlinear current of plasma electrons, which we shall
henceforth regard as extrinsic, can be written

_(., = • S Ut_ "t-/k) vdv = S S.. (k,k,, k,) EtuE_,.d_._: +

+ SZ_..(k,k,,kt,k_)E_Et,.E_,.d_'_. (2.14 )

} ":'re .-,

S.,- (k, k-,.ks) ,'= t 18;,.;,(k, k,, 4) 4- _5_..(k, /,'t, k,l, ( 2 15 )
J

,---KJw --kv _l_-----6,_;,-;_, (2.16)

_.,..(k,k,,h,t-,)ffi_ " _-i.(k,k,,k,,%"{Lt..(k,k,,k,,k,)+ k,)+

+ _".,.(k,k,,k,,k,)+ Zi.,(k,4,k,,k,)+ Z[_..(k,k,,tq,k,)+ /6___44
+ Z_.,(/%k,,k,,k,)}, (2.17 )
I•
-'_._(_,_',,'_,,4)=

nlel_ e

We.shall assume further that the total field _ = E('_-I-Em-F ....

where E(_') Is the part of the total field associated with non-
linear effects _. , and is expressed in terms of the second-order
nonlinear current by the formula

_(k) = n_(,)_l*(_). (2.19 )

We then find that we can also separate the pa_t of the total
cumrent that is proportional to E _ from the first term of (2.14):

) t) o

4)E.,,_,.X: --218,,,(k,k,,4 + _,)n_(k,+ 4).*,-.14+ 4, _, "_ _

x _ - I=I,_.1_,_,,_,,_,)_,.,E,.._,.._:,,-

. (2.20) ?
. In the last equation, we have converted to a kernel that is _

' symmetrical with respect to i_, 2m, and 3n. We stres_ that ,il
2" :'_?#
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although the integrals are equal, the kernels (symmetrical and
not symmetrical) are unequal.

In (2.20)

z,%.(_,k,,4, 4) = (d=(_,k,,k, + k,)+ S_,(k,4 + 4, k,)x
x n,,(k,+ _,)S_..(4 + 4, k,,_,), (2.21)

Z_. (k, k,, k., 4) = t ,_n,W_="m(_,k,.4, 4) + Z_ (k,k,,4, 4) +
Ir

+ z_,. @,k,.k,,4) + _= (k,4, 4, k,)+ Z]_,(k,4, 4, k,)+ (2.22 )If"+ z,=. (&/_,k=,4)).

Collecting terms proportional to E _ in the expression for
the nonlinear current, we find that E=_..(k, k=,kf, k,) consists of the
two terms

Further, collecting (2.22), (2.21), (2.16), (2.17), and (2.18)
we obtain a specific expression for the nonlinear conductivity
Z(_,_,-k=- k_. Carrying the expansion in kv/m0 up to and including

the fourth power in the resulting formula and substituting the re-
sult into (2.8), we obtain the unknown probability w_(k_,_ilk,,k)
from comparison with (2.7) after rather cumbersome calculations:

2,n;_ (4.)'

[ ,_@.I-(,=,,=,)'

]};. "F/¢/_/_=/_=(k_-- k,P +2(k.,-- k,)' .[. kksk=__" - (kt --/=)' �ˆ�(k-- k_)= , ( 2 • 2 II )

/_+==/_=nuA',=

In ac_ )rdance wi_h the probability found above, and consider-

: ing the probability of induced scattering on ions and electrons [1],
we write t complete kinetic equation for Langmuir plasmons at

T._r. wh_ , the decay !-_1'+_ is forbidden:

J

9O
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8N (k) dk,_k_ks
T = .__ IN(k)N(k,)(N(k,)-- N (k,))+

_" 4- .N (k,) N (k=)(N (k) -- N (k,))} u'_(k,k, Ik,, k) -t-

_/_ (k')_ ++ N(k) I ='*(p, 1_,k)" h(k -- k') _-pN

ap (k,)a,_, (2.25)+ N (k)I ="(p' k, k')h(k -- _")_ N _,

where

_.) 4(_)',,(ka,_(=_--w=.--(k--_),)[rr__k.+s_(,,_--=r, k--_') ['= act" a_, I m=, _ (e=-- o;_,k-- k'),,=:_,,_ I _z , (2.26)

and where

w(o= 4(_)','(kL:*),S(=_- =, - (k--_ _)] _t(=__ =;,.k - k,)- t t",.,_. a,,I _,_I ,,,_ I _=_- ;,7._-- _F;, (2. _7)
=_ I...= _L=.r

Different terms dominate on different intervals of kX e in the ex-
pressions for the probability "w., w(.), =xJ). The equation of the non-

linear interaction must therefore be analyzed separately on the

i various intervals of k_ e

3. Let us consider the case of isotropic turbulence on the
i "interval Ir),.>v_13_,. The nomenclature

(_)= _v(k)= w_(_)(z,),/_,,_,_, _w'(_)_ = w'o,

where W0_ is the total energy of the Langmuir turbulence per unit
volume, is convenient for the isotropic case.

.. For a sufficiently smooth spectrum, the four-plas_mon inter-
action (2.2) can be described for k;,,_> v ISv, (but k_,_ (mJ3mJ'/;)by a
formula corresponding to a "relay" multiple-decay process with
small absolute changes in k:

:; aN@) r _k,ak_, u" k, [ k,, N (/_,)

-i- N (k) N (k.) N (I.'.,)-- N (k) N (k=) N (k,) -- N (k,) N (k,) N (k,)) --

- _ ._.{_,(_,_,)(_,(_)_-_-,,,-.. ,...,_ + _,(k_,)(_(_)-- (3.1)
', &V(k)_V (k=)_

- _ (_"))_" _i a_:'

; where

; 9l i
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D= su'_(_p(,,,.,,,_),t_"_r _/ y'f'(y)d_ (3.2)

(consult, for example, [18] for an expression for J+(y)) and

F,_k for k,_k, F,_/# for k,-.k. (3.3)

_c

Detailed expressions for Fs and F2 and a more detailed conversion
• to (3.1) are given in [ii]. :_

When A_,> (mJ9mff/.(but k_,_l), the terms without (e_/e9become

"(_,.k,l_,.A')more important in the expression for the probability wu

i.e., the "nonrelay" proces_ predominates. _"

Suppose, for example, A'(k[==N (k@ O) in a spherical layer of

k-space with radius kQ and thickness Ak_-._k,ithen

N (k)= W t(2_)'14_k_Ak_..

Formulas (3.1), (3.2), and (3.3) can be used to obtain esti- _:
mates of the four-plasmon scattering increment in the range

v,ISp,'_ I_. < (m.19m,)'lt

'_,_'/''k_'t (SeX,)--'--_,

W' (3.4)

On the other hand, the term corresponding to "relay" induced scat-
tering on ions can also be reduced to differential form wh _n
viI3_. _ D,..,_ 1 [10-13] :

:, ow (k) W atria) ,w',, (3.5)
0--7-= (_1-_-42_m,_'._!(t+ r_"

The increment of the process is easily obtained from (3.5)
! (for sn isothermal plasma v,lv,--]/m,l';,-_)

, .. (,),( ,)
where Ak is the "width" of the spectrum in k-space.

/"
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The condition for dominance of induced scattering on ions
over four-plasmon processes takes the form

_m+/ z "

This condition is almost always satisfied for weak turbulence (U <
< I always) owing to the large coefficient in the right-hand side
of (3.7). Hence the term correspording to four-plasmon processes
in the c(.aplete kinetic equation should be taken into account only
as a correcting term when the energy transfer due to scattering on

ions vanishes (for example, if d(_,_(k)}
dk _ _"

On comparison of (3.6) with the increment for nonlinear scat-
tering on electrons [8, 91(O<k_e_t)

it will be seen that this last process is always immaterial on the
interval kk,< (mjgmff/.under consideration.

In the range of kk,_ (mJgmff/,, the main process is nonlinear

scattering on electrons (3.8), which proceeds with an increment

e /67
Yind.escat. More precisely, we find from the conditionYind.scat > _ :

i

> Yrelay (Ak _ k) that the criterion for predominance is !
kk,> (m#-9mJ" (kk, > '/6 for hydrogen).

A determination of the Langmuir-wave spectrum in the quasi- _
stationary case with consideration only of scattering on electrons •

in the range k_(m_i9mff/, was made in [i0] (for hydrogen D,_Vn). _

: However, the range in which induced scattering on electrons pre-
dominates is very narrow for light plasmas, since Landau damping

is very strong when k_0.3. _

Four-plasmon scattering with _ (mJgm_)'.takes place for the _:

: most part on large Ak,_ k (with an absolute change in k on the
order of kQ). This is the "nonrelay" process. For this case, the
four-plasmon interaction increment can be obtained from (2.2) and
(2.24):

. _ I .. k (_'L)'. (3.9 ) ',

For sufficiently large U, four-plasmon scattering may some-
,,, times be of the same order as nonlinear scattering on electrons

I 93
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(3.8) on this interval of k,_
e"

4. A study of the competing processes of four-plasmon inter-
action and induced scattering on ions was made in [5-7] in the
range of _k_-.<r.3_c for the isotropic case. The four-plasmon scat-

tering increment with broadenlng of the spectrum by Ak is expressed
by the formula

Te )_ k i_{__ _ Coo_U' 7', _ 7'_ ak(k_,)J" (4.1 )

The competing process, nonlinear scattering on ions, has the incre-
ment

The dominance condition j(_)> j(_)gives

'
U>16ky.: ""\;_d (_) :Ut. (4.3)

On the other hand, it will be recalled that the random-phase approxi-
mation is valid for ?_<A,., =:3_._.a_o,i.e.,

u T, ,• - 2:t'. (4.4)

For the existence of a range of U that satisfies (4.3) and (4.4)
simultaneously, it is necessary that

: which is obviously usually the case because Akk_k_,<_'13u_Ivo.

" To illustrate this analysis of the importance of the various
nonlinear processes on various intervals of k, we present diagrams
showing the variation of the corresponding increments y(k) for a
particular case. Figure 1 shows the nonlinear interaction Incre-

i ments in the isotropic case as function of k_ e. Figure 2 shows

the region I in which four-plasmon processes predominate, re,on
If, in which the determining processes are those of nonlinear scat-
tering on ions, and region III, where nonlinear scattering on plas-
ma electrons predominates.
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Figure i. Increments of Nonlinear Processes of Four-Plasmon Scat-

- (i)(k)] and Elec-tering, y(4)(k), and Scattering on Plasma Ions LYi.s"

trons [y_e_(k)] Leading to Spectral Evolution of Isotropic Lang-

mulr-Wave Spectra for the Particular Case Ak/k _ i, T e = 4 • I0-_s

erg, h - 3 • I0 _z cm-s, Te _ T i, WOe = 10 6 sec -_.

Figure 2. Dominance Regions of Four-Plasmon Scattering (I) and
Nonlinear Scattering on Plasma Particles (II) in Spectral Evolu-

tion of Zsotroplc Langmulr-Wave S_ectra in the Particular Case h =
-- 3 • i0 _ cm-s, T -vTi, WOe = i0 sec -_ Ak _ k T = 4 • i0 -_3
erg. e ' ' e

A quasistationary Langmuir-wave spectrum was found on the
basis of the investigations made to ascertain the parts played by
the various nonlinear processes [7, 10, 14]. It was established /_6_
as a result that the fluctuations usually excited at large k are

, _ transformed into the range of small k until the transformation
rate, which decreases with decreasing k, becomes equal to the
dissipation rate in the neighborhood of the main turbulence scale
k0.

i There are three possible fluctuation energy dissipation mecha-

i nlsms in a plasma: paired collisions, radiation of fast particles(subcosmlc and cosmic rays), and, in an inhomogeneous plasma, radia-
l tion of electromagnetic waves. The dissipation due to radiation is

significant only in an inhomogeneous plasma. Radiation at highfrequencies by accelerated particles occurs in such a way that the

I radiant energy is taken for the most part from fast particles [6,
_' 7], and the resulting turbulence-energy dissipation is found to be

i small compared to the dissipation due to paired collsions. Dissi-pation in cosmic and subcosmic rays is found to be substantial
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only for a fluctuation with
_ .: _/k _c. Allowance for

_mwK|___= the dissipation due to paired

I _/x collisions in finding the quasi-

stationary Langmuir-wave spec-
, trum _,ade it possible to find

the basic turbulence scale k0

_ / I I : \\ Q, _ _ at which the turbulent-energy
_-t_.-4.---'k_ ...... __ spectral density has its maxl-
[_/;i-]--u__ mum. Here it was assumed in

_ _:_ _ _a_ _tx accordance with data available
on the cosmic plasma [13] that
the appearance of stationary

Figure 3. Turbulence Spectra of turbulence in the plasma re-
"Hot" Plasma k > k for Source quires the existence of a re-

c x gion in which oscillations are
Powers QI > Qz > Q3. generated at large k_ >> ;
ko = 2_/L; e _.

kx (i/3kOe) (vi/Ve); >> i/3vi/Ve, a region of spec- -7
k = _0/c. tral turbulent-energy transfer :
c in the direction of small kk,_

and a region of absorption
around k0.

A typical spectrum appears in Fig. 3, Where I is the genera-
tion region, II is the region cf spectral transfer with induced
scattering on ions, III is the transfer region with four-plasmon
processes, and IV is the absorption region. The main turbulence /69
scale k0 depends on the turbulent-energy generating power Q as

I

ko= _nsL Q - s(_-,----_ • (4.6 )

where v is the exponent in the turbulence spectrum foe ko._k._k=,

which, depending on Q and the presence of fast particles (subcos- +
mic rays), may assume values from v = 2.84 to v = 4 [7]. The es- ,
tablished spectrum makes it possible to explain the shape of the
subcosmlc-ray spectrum in a broad range of cosmic-plasma param-
eters. For example, with a sufflciently high turbulence level,
the fast-particle spectrum should have the form i(el--_

In turn, the presence of fast particles strongly influences
• the shape of the Langmuir-ws-e spectrum, lowering the height of

i the maximum of the spectral-energy density W k at k0 and then caus-

_ ing it to vanish when there are sufficient numbers of subcosmic

! rays and the generating power is small (curve c in Fig. 3).

_' 5. In the context of the problem of finding quasistationary

i Langmuir-turbulence spectra, let u_ discuss the problem of thetransition to the Isotropic quasistationary turbulent state

96 !
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described under the preceding heading [ii]. In the cosmic plas-
ma, it appears that the basic sources of strong plasma turbulence
are regions behind the fronts of shock waves. Obviously, the tur-
bulence is anisotropic and nonstationary in these regions immed-
lately after passage of the shock wave. There is then a rapid
transition to the quasJstatlonary isotropic states. The evolu-
tion of "pencils" of Langmuir waves that are defined at an initial
point in time is a kind of simple "element" of this complex proc-
ess. By "pencil," we mean here a distribution of plasmons in k-

space such that all plasmons have wave vectors near k0 in the neigh-
borhood of dimension a, where a << k0. We shall first examine the
interval '/,,.jc,_kl,_1. It is this interval that is of particular

importance to us, since wave generation is most probable at wave

phase velocities on the order of a few times ve.

On the interval in question, the basic nonlinear process _n
evolution of the pencil is induced scattering on ions.

It follows from analysis of the equation for scattering on
ions, which Is obtained from (2.25)-(2.27) for a Maxwellian dis-
tribution function,

(5. i)

that scattering is maximal at I_-l_k_v_, which we can rewrite in
the form /70 i

$

Ik,-- kl.<A!._ I._ (5.2) '" _S_,ik +k)

[(5.2) is a necessary condition for the maximum incrementS.

It must be stressed that the evolution of the Langmuir-wave
pencil in k-space depends on "seeding" in the k-space, i.e., for
induced scattering to begin in an element dk of k-space around k,
it is necessary that a "seeding" plasmon level exist there.

Under real conditions, it is obvious that the seeding numerl-
cal plasmon density exists in all directions of k. With this in

mind, we may conclude from (5 2) that, since Ik'--ki_|," k'+k

: ik,_kol_< Pt2

is always valid.
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Thus we find that a pencil of Langmuir waves defined at time
zero will quickly he scattered (isotropized) more or less uni-
formly in all directions.

%

If the inlt_al spectrum has a small enough radial dimension
a< Ak,.._, energy will be transferred to our point k with maximum
increment from the entire region of k-space occupied by the initial
spectrum, since any point k' of the initial spectrum will satisfy
the condition Ik --k'l_ Ak,_:. In this case, the process increment

is easily obtained from (5.1):

_. _ _=_U. (5._)

Spectral transfer toward smaller k is much slower than isotropiza-
tion, as can be seen on comparing (5.4) with (B.6).

J

If the initial spectrum has a radial dimensiu_ a>Ak_,, the
: increment is smaller than (5.4):

,r "_U%.ak_., (5 5)'ri_, =mat _" a

The increment (5.5) differs from (5.4) by a factor Akmax/a =

2Vl/BVeke a, since not all of the spectrum N(k') participates in

energy transfer to the given point k, but only the part of it cor-

responding to a spherical layer of thickness Akma x. Compared to

(5.5), induced scattering on electrons is always of little impor-
tance.

For decays leading to isotropization, when the wave-vector
modulus of each plasmon in the process changes insignificantly,

the four-plasmon decay increment on the same interval khe >>
>> vi/Bv e is estimated as

k s = t (5.6)

The spreading of the spectrum over the moduli is much slower. The
condition for dominance of four-plasmon processes over induced

scattevlng on electrons, y(_) >> Y_.S' yields

?

; As the soectrum broadens, a/k increases. Thus, the four-plasmon /71
: processes predominate only for rather narrow pencils and large

energies U. In view of the condition for applicability of the
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)

random-phase approximation, y(_) << A_ = 3Aeak_oe , we obtain a_' limitation on U:

t.

We see from (5.7) and (5.8) that the existence of a region in w_
four-plasmon processes predominate for waves with random phase "_,.-
quires that a_,_,,Iv_ which is a rather stringent condition, so :.hat
nonlinear scattering on ions is the basic process for all practical !
purposes.

tOtl otl¢

IO _ fO-t "t__

_, 10-1

I0 q ,,_'2_,,,:,I_....

/ ,o--Ilrl

,o-, ,o-,,,I,
10" 1'o'slO-ZlO-',j 1o-'1_-01o-z lO"_,

Figure 4. Increments of Nonlinear Processes of Four-Plasmon Scat-

tering y(4)(k) and Scattering on Plasma Ions _ (i)(k)] and Elec-LYi.s

t_e)(k) ] Leading to Spectral Evolution of Langmuir-Wa_etrons LYl. s

Pencils for the Particular Case Te = 4 • I0-*_ erg, h = 3 • i0 _

cm-S, Te/T i = i0, Ak/k = 0.i, WOe = i0 _ sec-*.

Figure 5. Dominance Regions of Four-Plasmon Scattering (I) and Non-
linear Scattering on Plasma Electrons and Ions (II) in Spectral

:_ Evolution of Langmuir-Wave Pencils in the Particular Case he = 3 •
• i0 _ cm-S, _0e = i0' sec-*, Te/T i _ I, Ak/k _ I0-*. '_

In the range of small k_,<_l_,, the maximum increment y (4) of
four-plasmon scattering for broadening of the spectrum in k-space
by an amount on the order of its initial width is determined by the
expression
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It was recognized here in evaluation of the increment that when
k_<ll3vl/v, , the ratio that appears in the probability expression

r,/(r. + r,),

and it was assumed that M (k)= 6_=W'la'o),4=0 in a small spherical re-
gion of k-space with a radius of about k0(k0>_a). The increment
for scattering of Langmuir waves on ions for transfer in k-space
by an amount on the order of the initial width of the spectrum
will be given by

r

2 (Te/T,)"; (}_.,)(mtyl" !u. (5.10)

The condition for dominance of four-plasmon scattering, 7(4) >>

>> .(i) becomesTi.s '

e 2" _S _6 tTi "_'/'tmi_'/'

(5.11)

Let us now take account of the condition for applicability of the
random-phase approximation, i_')_ A(o= 3_.; .2ak:oo, i.e.,

<

(2a,_.;,_/f_(kX,) , r,-t-r, (5.12)P _ U, \._-} _ "

The condition for insignificance of Coulomb collisions _')_7,,=
--"(ooln_.Se,i.e. ,

is usually always _atisfied. Conditions (5.11) and (5.12' define
the region in which four-plasmon interactions of waves of rand:m
phase predominate over other processes when U_< U < U,.

The range of values of U permitted by (5.11) and (5.12) exists _
for (2_/A')_(m,_n,i)(A._J-_-(ro+ r,),/4rli.e., pr_ctically always for

•

A._,_Isu,h,,and 2a_k. Let us take, for examp3e, a hydrogen plasma

with T, _ _'_ 2a= O.Ikoand A'_e= OA (,,/mJ'..In this case, domin%nce of

four-plasmon processes over nonlinear scattering on ions (and, at

i00
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i . iii , m,

, the same time, applicability of the random-phase approximation) _
requires that the wave energy density U be in the range 2,5.10-',_U_
_iO". We note that, in vir.tue of (5.12) andkk,._C_'l,_,Jt,,,the

theory is ao_llcable if the wave energy density has the upper /7__2 :
" bound U .._<_m/m_.IfU<U,, induced scattering on ions predominates. :

We note that there is a qualitative difference in the spectral
evolution of the Langmuir-wave pencil in k-space in the interval
'/,r.i/v,.<kk,,<! as compared to kit_*/,vJv,. In the l_tter case, the

initial spectrum corresponding to the pencil of Langmul'r waves is
shifted toward smaller k in k-space as a result of induced scatter- ':
ing on ions and becomes somewhat narrower In modulus simultaneous-
ly with isotropization (see [5]), which is not the dominant process

in this case. To il.'ustrate this section of the article, we pre-
sent a plot of the ncnlinear-lnteraction increments y against kk e

for wave pencils defined at time zero and several values of U (Fig. _!
4; see also Fig. 5, which shows the dominance regions of the var-
ious processes that determine the evo]mtion of anisotropic turbu-
lence).

In concluding this paper, we stress that the investigation of
quaslstatlonary plasma turbulence with quaslparticles of one spec-

ies must be regarded primarily as one of the first steps in study >
of the complex picture of plasma turbulence, in which turbulent •
fluctuations of w_ious types are inseparably related.
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STRUCTURAL FORMATIONS IN THE INTERPLANETARY MEDIUM

(Translation of "Strthkturnyye obrazovaniya v mezhplanetnoy 8rede. ")

A. V. Bogdanov

ABSTRACT
[

The results of research on the fine structure of the inter-

planetary medium are reviewed. The characteristics of shock
waves, filaments, and contact surfaces according to space-

: probe measurements are discussed. With 7 illustrations and
i 50 source citations.
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STRUCTURAL FORHATIONS IN THE INTERPLANETARY HEDIUH /74

A.V. Bogdanov

During recent years, the use of greatly improved Instru-
ments, computer data-processing methods, and numerous space ve-
hicles in the investigation of interplanetary space has made pos-
sible a considerable broadening of our conceptions as to the prop-
ertles of the interplanetary medium.

Simultaneously with the accumulation of experimental data,
theoretical reduction of the results obtained has improved. Theo-
retical methods that had been used previously in research on con-
trolled thermonuclear fusion and in magnetohydrodynamics, stabil-
ity analysis, the solution of problems in nonlinear plasma oscilla-
tlons, the theory of co!llsionless shock waves and their dissipa-
tion, and turbulent plasma heating came into extensive use along
with the generally accepted astrophysical methods of Investigating
outer space.

Theory and experiment are in rather good agreement, at least
in the region between Venus and Mars, where direct measurements of
the parameters of the interplanetary plasma have been made.

These studies nave shown that the interplanetary medium is
not an isotropic and homogeneous formation having spherical sym-
metry, and that, further, its parameters may vary over rather broad
ranges with variations in solar activity.

. To explain the origin of geomagnetic storms, Chapman and Fer-
raro [I] suggested back in the 1930's that from time to time, the
sun expels streams of plasma at high velocity, and that these
streams, impinging upon the earth, disturb its magnetic field and
thus cause magnetic storms. This hypothesis was subsequently widely
developed [2, 4-6].

Bierman [3] published certain results of observations of
type 1 cometary tails, indicating that: a) the pressure of the

_ sunlight is clearly inadequate to explain the observed repulsion
of the tails from the sun, and b) the observed degrees of ioniza-
tion and excitation in cometary tails cannot be accounted for by
the photoeffect alone.

It was concluded from this that a stream of particles with
quite high energies, directed radially outward from the sun, exists
at all t:mes in interplanetary space. Parker explained the origin
of thls stream in his theory of the expanding solar corona and the

: large-scale structure of the interplanetary magnetic field. The
basic results of Parker's theory are as follows:
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1. A steady stream of fully ionized plasma (the solar wind)
flows outward from the solar corona.

2. Under ccrtain conditions in the cerona, this stream is ac-
celerated to a certain asymptotic velocity v . The acceleration is
purely gasdynamic in nature, like the outflow of gas into a vacuum
through a Laval nozzle with a transition from subsonic to super-
sonic flow.

3. Since 8 -- Pgas/B_v = i for the plasma in the corona, and
the magnetic Reynolds number [7] is very large (1013- 1015), the magnetic field
is also involved in the acceleration. As a result of freezing-in, it is pulled out
of the corona by the solar wind and determines in many respects the processes
that unfold in solar wind.

_, 20 Dece,-tcr ! December

• /
I

/ 12 December

Figure 1. Sector Structure of Interplanetary Magnetic Field in
the Plane _f the Solar Equator.

: Figure 2. Patterns of Magnetlc-Field Lines of Force (Seen in Merld-

ional Section).

4. Because of the rotation of the sun, the magnetic lines of
force assume the form of Archimedean spirals (the s_-called coro-
ration effect).

i 5. S..Jck waves are generated during disturbances on the sun
_ and pro ragated through the solar wind to cause geomagnetic storms.
! A stre'.m of particles, which are called solar cosmic rays, is gene-

rated simultaneously with the shock wave and can be registered on
the earth. The cosmic rays may be registered far in advance of the

i _eomagnetic disturbances. Sometimes they appear immediately, only

_ i a few minutes after a registered chromospheric flare.

Let _,_snow consider the corotation effect in greater detail.

I Since the magnetic Reynolds number Re m >> i on the scale of the

I 105 i
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solar system R _ l0 a.u., the magnetic field iz .._. in rotation, by
the sun wlth a period T = 27 days, and is simultaneously distended
by the outflow of the solar wind. As a result of simultaneous
involvement of the magnetic field in rotation with the sun and in
moticn in the radial direction with the so!_r wind, the l_nes of
force assume the form of Archimedean spirals and lie preferentially
in the plane of the solar equator (Figs. 1 and 2).

1. Macrostructure

The spherically symmetrical model of the solar corona is actu-
ally somewhat different from what is observed in experiments.

Thus, numerous individual filaments in which the particle tem-
peratures and densities may differ substantially (by several times)
have been detected in the corona. As a result, the true picture of
the solar wind differs somewhat from that obtained according to the
Parker model. The first experiment with direct observation of the

solar-wind parameters over an extended period was carried out in :.
1962 during the flight of the Mariner 2 spaceprobe.

C

It was observed that four sectors in which the polarities of
the magnetic field alternated existed throughout the duration of
the flight [8, 9]. The angular dimensions of these sectors re-
mained practically constant through several solar rotations. The
velocity of the solar wind was lowest at the boundaries of the sec-
tors and increased inside them. The thickness of the transitional
layer between sectors varied over a considerable range, the aver-
age velocity gradient of the solar-wind flux was found to be 14
km/sec according to [i0] and the maximum gradient 86 km/sec; the /76
Mariner 2 data were compared with ground cosmlc-ray observations

and the planetary geomagnetic activity index Kp. This comparison
showed a correlation of the measured results with _27-day periodic-
ity.

Regular solar-wlnd measurements were made subsequently with
the high-orblt IMP and Vela earth satellites and interplanetary
spaceprobes. These measurements have been made in different years
with different levels of solar activity.

In general, 1963-1964 observations of the interplanetary
medium with the IMP-I satellite confirmed the picture observed on
Mariner-2. A strictly ordered sector structure persisted through-
out the entire period of the observations. There were two pairs
of sectors with different magnetic-field polarities. Three of
the sectors were of about the same duration, approximately twice
as long as the fourth.

Ground observations of the Kp index during this period also •
correlated well with the observed sector structure of the plasma .,
velocities. All of these results were obtained at a solar activ-

Ity minimum.
, !
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As solar activity increases, the organization of the inter-
planetary field and its sector structure become sharper and more
distinct, and the general pattern of the field less stationary.
This conclusion was drawn from measurements of the magnetic field
and plasma in 1964 and 1966 [ii, 14, 19]. At these times, the
variations of field direction were observed to be more frequent
than those observed on Mariner 2. The velocity of the solar wind
was also subject to equally frequent fluctuations.

Study of the solar cosmic rays, which consist basically of
protons w_th energies from hundreds of kiloelectron volts to tens
of megaelectron volts, is of special interest for understanding
of the structure of the interplanetary medium.

The high-energy particles that compose the solar cosmic rays
are generated as pulses during chromospheric flares of various in-
tenslties, and also at times at which no pronounced active processes
are observed on the sun. In the latter case, high-energy-particle
streams may persist for rather long times. Sometimes these streams
can be traced through several rotations of the sun.

Solar cosmic rays propagate along lines of force, simultan-
eously executing Larmor rotation around the lines of force. The
motion of charged particles in slowly varying magnetic fields
was examined in detail in [12]. There it was shown that if the
field varies slowly in time and space as compared with the Larmor
rotation of the particle, the adiabatic invariant _i = mv[/2B is

• preserved in a collisionless plasma, such as the solar wind out to
1 a.u.; in addition, the total energy of the particle

should be conserved under these conditions.
i

The decrease in the magnetic field with increasing distance
from the sun should result in the following. With decreasing mag-

netic field, 8± = mv_/2 will decrease, while e:;= m_12 increases. In .'

other words, this means that the particles will have a velocity
directed preferentially along the magnetic field, i.e., the fast
particle stream will be collimated in the direction of the mag-
netlc-field vector with increasing distance from the sun. The
registered fast-partlcle flux should be strongly anisotropic.
The de_ree of the anisotropy may be lowered as a result of viola-

: _ tion of adiabaticity conditions during rapid variations of the
magnetic field in time and in space. Fast particles are scattered /77
and isotropized on rapid variations or large gradients of the <
field.

io7
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Experiments conducted to observe solar cosmic rays have con-
firmed this theoretical plcture. Substantial anlsotropy in the
angular distribution of cosmic rays from the sun has been detected
[13, 2O].

Solar cosmic rays may be formed _n flares on any part of the
solar disk, although the weaker fluxes in the region of the earth
have a tendency to arise more frequently from flares on the western
llmb. These particles usually appear slightly in advance of a geo-
magnetic disturbance. Another group of fast particles is trapped
by the shock wave and registered on the earth simultaneously with
the geomagnetic disturbance. Observations of solar cosmic rays
have made it possible to identify not only large-scale structures
in the solar wind and the interplanteary field, but also smaller-
scale formations [16] such as the sector boundaries. Thus, cer-
taln streams of solar cosmic rays have been identified with pass-
age across a sector boundary. These cosmic rays had a 27-day
periodicity and appear to have been emitted from a small active _
region on the sun.

Simultaneous measurements of the magnetic field from two and
three vehicles have produced an important confirmation of the rota-
tlon of the sector structure of the magnetic field as a whole.
Such measurements were made on IMP-3 and Pioneer 6 [17] and an
Mariner 4 and OGO-I [18, 47].

The recurrence of stationary solar cosmic ray fluxes confirms °:
the rotation of the magnetic structure as a whole together with the
sun. Streams of fast protons are drawn into synchronous rotation
by the solar-wlnd magnetic field.

Let us now turn to the most important measured results for
the interplanetary magnetic field, which were obtained by Ness
and Burlaga with Pioneer 6 [15]. The magnetic field has a ten-
dency to align itself in the plane of the ecliptic. Figures 1 and
2 show two projections of the hellosphere. The lines of force of
the field resemble spirals. The field was observed to be directed
toward the sun in 4% of cases and away from it in 41%. The direc-
tions did not coincide with spirals in the remaining 10% of cases.

An interesting phenomenon was detected in the'Pioneer 6 meas-
urements. Magnetic-fleld variations with a cycle of approximately
29 days were observed. Correction for the motion of the satellite
made it possible to adjust this period with respect to the earth. _
It was found that it was slightly more than 28 days. This Indi- ::
cates that the field might have originated at high solar latitudes,
which rotate _omewhat more slowly than equatorial latitudes.

The measured magnetic-field gradient agreed with the theoreti-
cal calculation by the Parker model, and it.was found that Be _ I/r ,:

and Br _ i/r 2 for the azimuthal and radial fields, respectively, at i i
distances of 0.8-0.98 a.u. } _

,t
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A shock wave should exist in the region in which the kinetic
pressure of the solar wind _s offset by the pressure of the inter-
stellar gas, bounding the region within which a supersonic solar
wind is observed (the heliosphere). In the region of the shock i
wave, the convective energy of the solar wind will be dissipated
into thermal energy of individual particles.

The velocity distribution of the solar-wind particles beyond
the shock-wave boundary should probably be nearly isotropic. This
would mean that a layer of hot plasma should exist behind the
shock wave and separate the solar-wind region from the undisturbed
interstellar medium. There would be reciprocal diffusion of hot
protons into the interstellar medium and cold neutral atoms into
the layer of hot plasma. Charge exchange between fast protons /7__88
and cold neutral atoms would be possible, and would result in the
formation of certain fractions of fast neutral atoms and cold pro-
tons. Fast neutral atoms from the boundary of the heliosphere
could have velocities directed against the solar wind and could be
registered at the earth's orbit. By measuring the energy spectrum
of the neutral-atom flux from the boundary, if this flux exists,
it would be possible to obtain data on the boundary without dis- >
patching an instrument directly into the shock-wave region. Hund-
hausen [50] studied the possible concentration of charge-exchang-
ing neutral atoms as a function of heliocentric distance. No di- c
rect measurements of the energy spectra of interplanetary neutral

; hydrogen have _ yet been made. Tentative data on the neutral-
hydrogen concentration have been obtained by spectroscopic methods

! from study of the skyglow [49]. According to this source, the _
heliosphere might have a boundary situated at a distance of >20 <
a.u.

2. Mesostructure and Contact Discontinuities in the Solar Wind

In See. i, we examined the characteristics of the solar wind
on the average over a long time interval. On the basis of these
data, we formed a large-scale picture of the solar wind. We shall
now consider smaller time scales - smaller than one hour -- and

, discuss processes that take place at short range.

A detailed analysis of the rapidly varying properties of the
solar-wlnd plasma has shown that a broad spectrum of disorganized
oscillations of various scales exists in it [23]. Occasional

i orderl# variations of field, velocity, density, etc. can be dis-

! cerned against the background of these oscillations. Such varia-
! tions usually occur over rather short time intervals. They can L

be identified with discontinuities [21]. This source also gave

i a classification of the discontinuities that may persist for ex-
tensive periods in a plasma with a frozen magnetic field.

! These discontinuities may take the form of shock waves, con-
I tact discontinuities, and combinations of the two. Each of these

I discontinuity types has its distinctive features. In ordinary
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gasdynamlcs, for example, the shock wave is a stable formation and
: the contact tangential discontinuity is unstable with respect to

disturbances such as rippling of the contact surface. Such dis-
turbances lead to turbulence and displacement and, eventually, to
disintegration of the discontinuity. Quite long-lived discontinui-
ties are possible in magnetohydrodynamlcs. Let us estimate the
lifetime of a discontinuity in which the direction of the nmgnetic-

: field vector varies, while the remaining parameters remain _onstant
during passage across the discontinuity.

In this ca_e, a stepwlse change in the magnetic field by an
amount IABI_ IBI is caused by currents flowing in a comparatively
narrow layer. Experiments indicate that such current sheets have
thicknesses of 102-10 ' km [25].

The currents flowing in current sheets can be estimated from
the Maxwell equation

' rotB = _j.

For order-of-magnitude estimates, we write the equation in
7

. the form
t,

, from which /79

here Z is the thickness of the current sheet and IABI is the

height of the step change in the magnetic field.

In the case of the interplanetary magnetic fields, where Z =
= l01 m and ABe5. l0-s G,

]J] _ I0"*'*/,,A

i In order of magnitude, the energy stored on the discontinuity will
be

_,q,_-- 10"" Kms.

The time for total dissipation of the discontinuity energy

will be em_gn/(_/o). Taking a conductivity o = I for the
k

_k ii0

_t
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interplanetary plasma, we obtain T _ i0 *° sec.

This result indicates that the lifeitme of such a discontinuity
is much greater than its propagation time in the heliosphere, T

(10'-10 _) sec.

0 I 0 •

Oi [ I I I i I i / O[ _ , , I

"tl .,J ..."°r
0 PI ' * . I _ I.l I O_ ' I , I

00' 60_-- . , _ •

-60 -60i J , , ,

Figure 3. Experimental D_ta from Magnetic-Field 0bserva-
tlons The dots represent 30-second average values; note!
the quiet periods and (contact) discontinuities.

The present rough calculation indicates that the discontinul- _;
•tles of magnetic-field direction can be regarded as constant in
time, and that all changes that take place in them are purely
drift effects.

The existence of contact discontinuities has been detected

experimentally in observed geomagnetic disturbances during a time
in which there were no noteworthy flares on the sun. Contact dis-
continuities were observed directly in 1964 on Mariner 4 and in
1966 on Pioneez _ 6 [21-2B]. Observations of magnetic-field varia-
tions represent a highly important method of identifying contact
discontinuities. This method has an advantage over the plasma
method in that it usually has higher time resolution, about an
order higher than that of the plasma methods. About 1.0 second
was required for transmission of a value of the total magnetic-
field vector to the ground by telemetry, while the time to record
the complete ion spectrum ranged up to a minute or more.

Two types of contact discontinuity can be distinguished on
the basis of measured magnetic-field data. The first type is a

_ discontinuity that accompanies a change in the magnitude of the
ma_etlc field, and the second is a discontinuity accompanied only
by a rotation of the field and no ohange in its value [26, 27].

During quiet periods, during which no noteworthy disturbances /8_____0 4!
were observed on the sun, the observed magnetlc-fleld pattern was

iii
i
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usually as follows (Fig. 3). For about an
hour, there were no changes in the field

_q within the 10-15% limits of error. SharpX changes in the direction and magnitude ofthe field were sometimes observed against

i a relatively steady field background. The

observed variations JABI__IBI during these
abrupt changes. The thickness of the re-
gion in which the field change was observed
was _i0 s km. On certain occasions, several
successive abrupt field changes were ob-
served.

In [24, 28, 29], anlsotropy of the
solar cosmlc-ray flux was observed slmul-
taneously with a change in the field. The
flux anisotropy amounted to 50%. The meas- :,
urements indicated that the direction of
anlsotropy changed simultaneously with the
change in field direction, and in such a

Figure 4. Possible way that the flux maxlmumwas always directed
Pattern of Magnet- along the line of force. There were times
Ic Lines of Force at which the field and flux-anlsotropy di-
Near a Sector rections were nearly reversed. In occasion-
Boundary. al cases, there were several synchronous

changes of this kind (as many as three).
These changes were explained as the result ef bending of the force
lines in a certain region (Fig. 4).

Another proof of the interrelation between the magnetic field
and the plasma is found in the relationship between magnetic field

: and temperature anisotropy [37].

This temperature anlsotzopy may be caused by preservation of

the adiabatic invariance of Pl and %ot for the plasma particles
and the cosmic rays. Let us again consider the motion of a slngle
particle as it propagates away from the sun with the solar-wind

flux. In this case, the relation between el and ¢IIwill change
with the magnetic field:

'z "_A B, (2)

:l = _ - p±B. (3)

f Let f(v) be the particle distribution function in the plasma. Let
us now take the second moments of the distribution function. We
shall assume that the distribution remains Maxwellian for the com-
ponents along and across the field:
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mv_

IL

The 'ntities Pll and PI might be e-'._?,-4tbe longitudinal and par-

ali_ __mponents of the pressure tcn_. PiJ:

P_j=).az-._ ._,_"v, (6)

and we m_IL also introduce th. _, perature tensor, defined as

• We see from comparison of (_:oressions (2)-(5) that PH and PI and,

accordingly, also TII and TL_ wi!l vary with varlatio_ of the mag-
-' netic field.

The possibility of thermal anisotropy was predicted theoretic-/81
ally by Parker on the basis of reasoning similar to that set forth
above. An experlmental confirmation of the existence of thermal
anlsotropy was found by Hundhausen [39] and Wolf [48]. The degree
of the thermal anisotropy K = T>/7"±was found to be 2-5.

Observations of the thermal anisotropy that were made simul-
: taneously with magnetic-field observations indicated that a change

in the direction of the anlsotropy occurs simultaneously with the
field change on passage across the discontinuity. The direction
of the anisotropy correlates well with that of the field.
The dynamics of the al,isotropy change on passage across the dis-
continuity has not yet been established because such observations
cannot be made at the time resolutions of available plasma detec-
tors.

Combined measurements cf the magnetic field, cosmic rays, and
plasma have made it possible to form the following picture of the
interplanetary plasma. The lines of force of the magnetic field
are probably grouped into individual filaments that originate in
the corona.

Solar cosmic rays propagate along the filaments, undergoing
collimation along lines of force as they move. A single particle
can emerge from a filament only after scattering on field inhomo-.
geneities. This scattering produces the background solar cosmic
rays. This background is also anisotropic, but this anisotropy
does not depend on field direction and is rather weak (20-30%)
(the so-called "equilibrium" anisotropy [29]). Cosmic-ray obser-
vations represent an importan, method for identification of single
filaments, bends, and loops of the magnet_ field.

113
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Data on the thermal anisotropy, whose direction changes on
passage from one f_lament to another, can be used for the same
purpose. Individual filaments may be bent and kinked on dis--
continuities, but there is usually no mixing between individual
filaments.

Stepwise changes in the direction or magnitude of the magnet-
ic field, and sometimes in both simultaneously, occur at a contact
discontinuity. Discontinuities with a change in the direction of

_n up to 79% ofthe magnetic field a_e observed most frequently,

cases on the average.

In [15], a discontinuity was defined as a case in which the :
angle of rotation of the magnetic-field vector was at least 30°
after 30 _ec. This corresponded to lAB[= [BI2. The structures
_f individual discontinuities can sometimes be observed on these

_ime scales; most discontinuities do not exhibit such structure.
A current sheet is a region in which there flows a current that
causes a field change at a discontinuity. The field variations ::
and current sheets are interrelsted, and we may therefore state
that they determine the same structure. An analysis of current

sheets [25] has shown that they behave like ordinary magnetohydro- i
dynamic tangential discontinuities.

Let P(T) be the probability that a current sheet begins and
ends entirely within the interval _, and let F(_) be the proba-
bility that the current sheet has a total luration smaller than "r.

,_ F(T) is no_hing other than the integral duration dist.ributlon =
function of the current _heets. In this case, the relation be- i_
tween P(_) and F(_) Js expressed by

P(T)=  IF(T- (7)
o

where k is the reciprocal of the average duration of the discon-

tinuities. Taking it equal to unity, we obt_.in

F = dP, T. (8)

A second differentiation yields the differential duration dis- /8__2
tribution function of the discontinuities, f(T):

/(,)= d'Pld,'. (9)

This method was used in [25].

Another, more lucid method was used in Bu_'laga's previously
• cited paper [23]. In this paper, a discontinuity was defined by
• satisfaction of the condition I AIJl._ I BI/2 or a time interval oI'

30 s c.
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8=8J" m--#0" B -H$" m=/Jo"

Figure 5. Examples of D Sheets.

The following types of discontinuities were detected:

i) single - a single field change during 30 sec;

2) double - the field rotates successively at two points;

3) triple and multiple - three or more successive rotations;

4) the field reverts to its original direction after a cer-
tain number of reading points.

Discontinuities of the first type are encountered in 70_ of
cases, those of the second type in 20%, and the other types still
less often. Discontinuity regions were then ex_nined in greater
detail, with 1.5-second resolution. The results agreed with the
discontinuity distribution obtained in [25], which was described
above. Half of the discontinuities have durations shorter than
14 sec, and 10% are shorter th_ 2 sec. By the duration of a dis-
continuity, we mean the time for the magnetic field to rotate all
the ,ay from the old direction to the new one.

Analysis of the discontinuity distribution %s a function of
fleld rotation angle at the discontinuity yielded the empirical
formula

Here _ is the rotation angle and A is a normalizing constant.

Another type of contact discontinuity is the so-called D
sheet (see FLg. 5). In discontinuities of this type, we observe
a decrease in the magnitude of the field within the discontinuity.
The field remains unchanged on either side of the discontinuity.
The field decrease in the discontinuity is probably to be ex-
plained by _nnihilation of oppositely directed field components
at the discontinuity [15]. The theory indicates that the fol-
lowing condition must be satisfied in this case if the fields be-
fore and after the discontinuity are equal:
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J Bml" J W

I_l _cos._--. (ii)

Experiment confirms this relation. The thicknesses of the dlscon-
tlnultles are found to be about I03-I0 _ km, which corresponds to
a few seconds in the tlme scale.

It can be assumed on the basis of magnetic measurements that /83
the basic form of the magnetic fields In interplanetary space Is
that of individual filaments [51]• The magnitude and direction
of the magnetic field vary little within each separate filament.
The boundary of the particular fllament is obviously situated where
there Is an abrupt change In the direction of the magnetic field.
Basically, the cross sections of individual filaments may be ellip-
tical or circular [25]. In regions where the field direction
changes significantly, up to 90 ° , a decrease In the field is ob-
served (sometimes almost to 0.5 y). Heating of the plasma by cur-
rents that lower or totally annihilate the magnetic field might pos-
sibly occur in the same regions. :

The propagation of cosmic rays and the direction of thermal
anisotropy are related to individual filaments of magnetic lines
of force• The filamentary structure of the magnetic field is
easily explained by the theory of the continuously expanding solar
corona and In terms of discrete magnetic-fle?d sources.

Simultaneous measurements of the plasma and the magnetic
field have made it possible to compare the magnetlc-fleld and
plasma-velocity discontinuities for coplanarlty. The direction
of the normal to the plane of the magnetic-fleld discontinuity
was determined from the vector product of the fields on either
side of the discontinuity. The directions of the normals to the
plasma-velocity discontinuity planes were determined from the
Jumps in the radial and tangential field components. Comparison
of these dat_ indicate that the discontinuities are roplanar within
the llmit_ of experiaen_al error The existence of contact dls-
continuities is related to the frozen property of the magnetic
field. Displacement of one filament or stres_ wlth respect to
another gives rlse to an electrodynamlc-force reaction, leading
to formation of current sheets and, in some cases, to annihila-
tion of the magnetic f_eld. Such displacement of individual fila-
ments may result from an Inhomogenelty in the solar-wlnd flux.
Highly interesting data were given In [48].

The density, velocity, and temperature of the plasma were re-
corded simultaneodsly in order to distinguish shock waves from
tangential discontinuities. Increases and decreases In each of
these quantities were denoted by plus signs, minus signs, or zeros,
respectively.

Thus, on a dlscontinulty denoted by (+, -, 0) there Is an in-
crease in density, a decrease In velocity, and no change In tem-
perature. This is therefore a tangential discontinuity. In a
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shock wave_ there are usually simultaneous increases in all param-
eters, so that the notation is (+, +, +).

The percentage contents of doubly ionized helium inthe solar
4# 4

wind were measured simultaneously. In quiet periods, ,i,,°/,._0.045.

On the average, the percentage helium content increased dur-
ing passage of shock waves, and substantial variations of this
quantity were recorded simultaneously.

3. Shock Waves in the Solar Wind

The processes that occur in the solar wind cannot be investi-
gated without study of the shock waves. They are important because
they may make an additional contribution t: the thermal budget of
the solal' wind, to turbulence, to the formation of the true struc-
ture of the interplanetary magnetic field, etc. Before the advent
of direct measurements of the solar wind with spaceprobes, the
existence of shock waves had been surmised indirectly from obser-
vations of geomagnetic disturbances associated with active processes
on the sun [42].

Direct measurements of shock waves were first carried out in

1969 during the flight of Mariner 2 [22].

In later experiments, an increase in the total pressure /84
P + B2/8_ behind the shock wave and increases in plasma tem-
gas

perature and velocity were detected b_ means of magnetic and plas-
ma measurements. Simultaneous ground observations of the index
K indicated a correlation with the Mariner 2 measurements [34,
P
35, 41].

Let us briefly examine the theory of shock waves in which the
shock front is at an angle to the velocity vector. To simplify
the calculations, we shall assume that the magnetic pressure is
small. We write the equations of conservation of the mass, momen-
tum, and energy fluxes across the shock front:

p,(_,n)= p,(pmns), (ii ')

P,(Pxn)z+ Px= Pz(pzn)'+ P,, (12)

hl+ = h,+ T"
(13)

t

° In these equations, p is the velocity of the gas at the
: _ given point in the flow, n is the normal to the shock-wave front,

h is the enthalpy of the gas, P is its pressure, and p is its den-
sity.

:_ If the waves propagate relative to a solar wind at rest, we
obtain
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In deriving these relations, we used

Equations (14) and (15) are analogous to the conventional
Hugoniot adlabat, which describes shock waves in an ideal gas
[36]. The Hugonlot adiabat defines the relation between the
values of thg variables on either side of the shock wave. The
characteristic distance on which these states are established "
can be obtained in ordinary gasdynamics by taking the viscosity
and thermal conductivity of the gas into account. This char-
acteristic distance (front thickness) is found to be approxi- "
mately equal to the free path of an atom in the gas. In the case
of a collislonless plasma, the free path is infinite, implying _
at first glance that shock waves cannot exist in such a plasma.
In fact, experiment has shown that such waves do exist. They ex-
hibit many properties of ordinary gasdynamlc shock waves, although
there are also many differences. Their chief distinctive proper-
ty is a different set of dissipation mechanisms. In the ordinary
shock wave, viscosity and thermal conductivity, which are deter-
mined basically by paired colllsions, are these dissipative mecha-
nisms. In collislonless shock waves, on the other hand, dissipa-
tlon occurs as a result of collective effects that arise as a re-
suit of plasma instability. R.Z.Sagdeyev [37] was the first to t
draw attention to this. He showed that In the case of a rarefied •

plasma _laced in a magnetic field, in which case the free path is
much larger than the ion Larmor radius, the formal gasdynamic _'
description (for motion across lines of force) also remains valid
in the absence of collisions. For this it is only necessary that
all parameters of the plasma change little on a distance on the
order of the ion Larmor radius.

We shall examine as concisely as possible the mechanism of
dissipation in colllsionless shock waves, referring basically to
[38, 39]. All processes will be treated rather qualitatively.

As we noted earlier, an anisotropy of temperatures parallel /85 :
and perpendicular to the magnetic field, rulT_= 3, exists in the

solar-wlnd plasma. The existence of this anisotropy may be the
condition determining the dissipation mechanism.

In the case of a thermal anlsotropy that satisfies the con-
dition

n(r w- rz) > _la_
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the plasma becomes unstable with respect to buildup of Alfven
waves (the so-called firehose instability [30-33]. Alfven waves
built up by firehose instability become damping waves in the
r_ge in which the wavelength comes to be of the order of th6
Larmor radius. Thus, the instability increment has a distinct
maximum as a function of wavelength. The oscillations will build
up most rapidly in the range of wavelengths around the increment
maximum.

As the amplitude of the Alfven waves increases, the insta-
bility increment decreases, tending to zero at a certain limiting
amplitude. This phenomenon is known as quasilinear stabiliza_lon
of the instability [38, 44]. _ stable wave spectrum is established
in the plasma, together with a certain nonMaxwellian particle velo-
city distribution.

As the equiliorium spectrum of
'@ the oscillations is established, the2s_

so-called decay processes begin to,n play a substantial role; these are
0 i processes in which one wave may de-
v _ cay into two and, conversely, a third

_o0 y_,___ Wave may be formed from two waves.
Conservation of wave total energy

_oa....i : . e_ _+_and total momentumJO0

A_,_k_+k_ is a condition for these
Figure 6. Variations of processes. The latter may give rise
Magnetic Field and Plasma to rapidly damping waves, e.g., ion-
Velocity on Passage of acoustic waves. In principle, the
Shock Wave. damping may result in dissipation of

wave kinetic energy and heating of
the plasma by collective processes,

even in the absence of collisions. The possible dissipation mecha-
nism presented here is not the only one possible.

A more detailed quantitative theory of collective dissipation
was developed in [44, 40]. The front thickness determined in this
way for the collisionless shock wave is IR+/_l2- I, where R+ is the
Larmor radius of the ions and M is the Mach number. The heating

of the plasma behind the shock wave is also described by the Hugo-
n_ot relations in this case.

C

Let us now consider experimental data on shock waves in the
, solar wind in greater detail. Several shock waves were detected

during the flight of Mariner 2. Thus, one of them was the event
_ of 7 October 1962, which is definitely identifiable with a shock
_ wave (Fig. 6). Here an increase in the magnetic field was regis-
_ tered. A considerable increase in the amplitude of the magnetic-
_ field variations was observed simultaneously, and a plasma probe

i registered increases in plasma velocity and in the density and
_ temperature of the ions. The parameter variations before and

i after the discontinuity satisfied the Hugoniot relations. On this
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basis, the observed jump was definitely identified as a shock wave.
Later measurements made on the Vela 3 satellite with plasma detec-
tors confirmed the correctness of the ordinary Hugoniot relations
for the solar-wlnd parameters. The measured shock-wave velocities
were described quite accurately by formulas (14) and (15), which
were derived without consideration of the magnetic field. The ob-
served shock waves had small Mach numbers and, accordingly, small
discontinuities in all quantities. The thickness of the front
could not be determined because of the poor time resolution of
the instruments. As many as two minutes were required to record
one spectrum, while the front thickness on the time scale should
have been on the order of a few seconds. Magnetic measurements

made to date have indicated the following properties for the shock /86
waves. At the time of passage across the shock-wave front, the
magnetic field undergoes a step change simultaneously with all
other plasma parameters. A broad spectrum of magnetic-field os-
cillations was observed in the transitional region behind the
shock-wave front. These oscillations may confirm the firehose
instability of Alfven waves. The characteristic times of these
fluctuations range from a few seconds to a minute. Alfven turbu-
lence is especially conspicuous in observations of the shock wave
that arises in the flow around the earth's magnetosphere.

The energy distribution across the front of the shock wave
is a highly interesting question. Study of geomagnetic disturb-
ances resulting from flares at various points on the solar disk
has shown that the strongest geomagnetic disturbances are observed
when the flare occurs at the center. Flares arising at the limb
of the solar disk generally produce considerably weaker geomagnetic
disturbances. We may conclude from this that the largest portion
of energy propagates in a comparatively narrow range of angles. A
similar picture is also observed in the shock wave at the earth.
The intensity is highest at the vertex of the shock wave and drops
off quite rapidly with increasing distance from it.

Double shock waves are a highly interesting formation that
has been observed in the solar wind. They have been investigated
tbeoretically and experimentally [45, _!6]. The double shock wave
is composed of two successive shock waves separated by a contact
discontinuity. The first wave is called the fast wave and the
second the slow wave. The distance between them increases as /87
they propagate. In a system at rest relative to the zolar wind,
they may be traveling waves moving in opposite directions. In a
reference frame bound to the observer, the two waves are carried
away by the solar wind, which flows at supersonic velocity.

CONCLUSION

The structures discussed in this paper are closely related
to one another. Thus, shock waves might, for example, strongly
distort the large-scale interplanetary magnetic field with slmul-
taneous heating of the solar-wlnd plasma. Contact discontinuities

f

120 !

1975005635-123



sometimes separate two
shock waves, eta. Never- _,_h f.i, tp .k,L¢....)

theless, it is highly con- i
venient to classify all ,,_ ;,,___ z Iof the observed forma- . ,._r,a ,_c,_,._ae •

z mL_mwtmyo
tions on four space-time ,4 J-,_l _,-.,_)
scales (Fig. 7). _mta_ mBosca].,,

By the characteris- e_ .J.,r,! _.v.-_DiscentlmuAtlee
_r_ecale . •

tic scale energy we mean " - ___e_,
the energy of a proton _ .s,rtl m.,-,
whose Larmor radius is of "=) _a_-reatm_e_, nMt_ s_ae . .

a_mk vaTem
the order of the spatial -, -0
scale There is still co.,-J ,___--_-__--_--_.----------se.v_• me.}
some uncertainty in regard
to the processes on var- Figure 7. Four Structure Scales in
ious scales and in the the Interplanetary Plasma. The
structure of the inter- energy of a proton having a Larmor ;
planetary medium much radius on the order of the length
above and below the plane scale is used on the energy scale.
of the ecliptic. Thus far,
we have only indirect ex-
perimental data on these regions, data obtained from radio obser-
vations and observations of the t_ils of comets.
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N75 137 15

THE INTERNAL STRUCTURE OF THE CONVECTIVE ENVELOPE OF THE SUN

(Translationof "K voprosy o vnutrennem stroyenii konvektivnoy

obolochki solntsa.")

I. M. Yavorskaya

ABSTRACT

An axisymmetric hydrodynamic model of the sun consisting of a
core at radiant equilibrium and a convective envelope is stud-
ied with consideration of gravitational forces, rotation, tur-
bulence effects, and electromagnetic forces. The dimensionless
parameters that control the equations of plasma motion within
the sun and the boundary conditions are investigated; esti-
mates are glven for these parameters on the basis of experi-

• mental data and the existing theoretical models. Stability
conditions are derived for convective equilibrium, developed

_ cellular convection, and developed turbulent convection with
consideration of ro_ation and turoulent Reynolds stresses.
These conditions characterize the possible physical state of
the matter _n the convective envelope. Using estimates of the
dimensionless parameters and models of some of them, a method
of successive approximations is proposed for solution of the
problem as a whole. Differential equation systems with

boundary con_Uons are ob_ined for the first 4 appro_maUons.
The resu_s _ certain pre_mlnary calculations are presen_d.

' Wi_ $9 source ci_flons.
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THE INTERNAL STRUCTURE OF THE CONVECTIVE ENVELOPE OF /89
THE SUN

I.M. Yavorskaya

The theoryl of the internal structure of the stars and of the
sun in particular has undergone particularly rapid development
during the last decade as a result of removal of the basic theo-
retical difficulties associated with the opacity of the matter of
the stars and with the queation as to the stellar-energy sources.
Many papers devoted to calculations of the internal structure of
various stellar models have been published [i].

However, most of these studies have been concerned with
hydrostatic spherically symmetrical models in which rotation,
magnetic forces, and turbulent-viscosity forces are neglected.

' Hydrostatic models of the sun, while they g_ve accurate deter-
minations of the radial pressure, density, temperature, and radi-
ant-flux distributions, are not suitable for study of more subtle
phenomena, such as the meridional circulation, differential rota-
tion, and the generation ana maintenance of magnetic fields. In
recent years, a number of authors have attempted to construct
stellar models with consideration of rotation [2-5] and magnetic
forces [6-8] and to compute models of stellar convective envelopes
[9-12]. However, considerable mathematical difficulties arise in
the construction of stellar models in which fine structure is taken
into account.

In the present paper, an attempt is made to formulate the mag-
netohydrodynamic problem of internal stellar structure for the

• _low_r Main Sequence stars (chiefly the sun) on the assumption that
the problem is axisymmetric. For this purpose, the magnetohydro-
dynamic equations are written with consideration of the physical
conditions under which matter exists in the core and convective
envelope; the general nature of gas turbulence in the envelope is
studied in detail; possible mechanisms of the origin and mainte-
annce of magnetic fields by axisymmetric motions are examined. The
boundary conditions of the problem are formulated at the center of
the star, at the interface between the core and the envelope, and

_ on the surface of the star. On the basis of observational data,

physical hypotheses, and existing hydrostatic models, the operat-
ing forces in the core and convective zone are evaluated compara-
tively with a view to introducing a number of possible simplifica-
tions into the equation system in accordance with the values of
determining dimensionless parameters. The estimates obtained make
it possible to introduce simplified models and propose methods for
their calculation.
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I. Certain Observational Data

A brief remark is in order concerning observational data with
a bearing on the phenomena that should, from our standpoint, be
determined by the sun's hydrodynamic convective envelope. Obser-
vatiors of sunspots and other long-llved formations on the sun
have yielded the following empirical formulas for its angular
velocity of rotation:

_ 14°,38 - 2°.77si._

or /90

Q = t_.42- l°.40sin=_ - 10.33sin4_,

where _ is the hellographic latitude, i.e., the sun does not ro-
tate as a rigid body, and its equator has an angular velocity ap-
proximately 20% higher than that at the poles. Another no less
interesting phenomenon is associated with the magnetic field of
the sun and the succession of solar-activit_ cycles [13]. It is
known that the solar cycle spans a period of about ll years. At
the beginning of a cycle, active regions appear at latitudes of
approximately ±30 ° . Each active region may exist for up to a
year, and various solar phenomena are concentrated in it: sunspots,
faculae, flocculi, and prominences. However, the principal char-
acteristic of an active region is its magnetic field. The active
regions migrate toward the equator as their intensity rises. While

: the total magnetic field of the sun is very weak, on the order of
1 G, and is of approximately dipolar nature, the local fields of
the active regions, and of the spots and bipolar regions in par-
ticular, may reach values in the hundreds and even thousands of
gauss and come to be oriented approximately along parallels. Dur-
ing one cycle, all of the eastern parts of bipolar regions and
spots in one hemisphere have one polarity, while the western parts
have the other. The polarities are reversed in tlle other hemis-
phere. Every ll years there is a reversal of active-reglon polar-
ities. And there is yet another peculiarltT: the weaker the local
field of a bipolar region, the larger, on the average, are lts di-

: mensions,i.e., it appears that the regions have magnetic fluxes of
approximately the same order. All of this provides some Justifica-
tlon for concurring with a modified Bjerknes hypothesis of the £or-
mation of toroidal magnetic-field belts in the interior of the
convective zone as a result of anisotropic turbulent convection
and differential rotation. Here it appears that fragments of the
field may be carried out to the surface of the sun owing to the
development of kinetic instabilities of various types.

2. Fundamental Equations of Motion

Let us turn to mathematical formulation of the Internal-struc-

ture problem, regarding the sun as a stationary axisymmetric gas-
eous configuration consisting of a core at radiant equilibrium
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I

and a convective envelope. It is known from spectroscopic observa-
tions that the sun consists basically of hydrogen and helium. Tak-
ing account of available temperature estimate3 for the Interlor of
the sun, we shall assume that our model consists of a fully xonlzed
plasma with the equation of state

p= kp_£ (2.l)
_tF$z t

where P, p, and T are the plasma pressure, density_ and temperature,
m is the mass of the proton, U is the average molecular weight ex-x

pressed in units of the proton mass,

t _ 2X 3 i
T +TY+-2 -z"

X, Y, and Z characterize the chemical composition (i.e., the frac-
tions of the mass accounted for by hydrogen, helium, and all other
heavler elements, respectively). Thus, we have X z 0.73, Y = 0.25,
and Z = 0.02 for the surface layers of the sun. Equation (2.1) is
quite legitimate under the conditions of total ionization and the
high interior temperatures of the star [1] and is rot satisfied
only in the outermost layers. As was shown in [1], the radiation
pressure can be neglected for the sun and most stars.

Within the a_.Isymmetrlc configuration, the motion of the /91
gas under the action of gravitational, Lorenz electromagret-c,
and turbulent-viscosity forces will be described by the equat-_on
of motion

TVV=--V×rotVa-t--VP-t-V¢l) - J × H----V'_=O, (2 2)p Ia •

where V is the velocity of the gas, c is the velocity of light, H
and j are the magnetlc-field intensity and current density, _ is
the gravitational potential determined by the Polsson equation

V'¢= --4_, (2.3)

(1/_)$x_; is the Lorenz electromagnetic force, and _ = {_k)Is the
Reynolds turbulent stress tensor, which is.nonvanishlng only in
the convectlveenvelope and is written in the form of the con.-

tlnuity equation

: div(pV)--O. (2.4)

: To determine the fiel.d intensity H and the current density j, it
is necessary to attach Maxwell's equations
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J=&rotH; divH _0; (2.5)
bH . div E = 4aperot H =-_-T "

and the generalized Ohm's law [15]

[ ,_ J.XS xr(_xS) 4 le_ xY ]J=_ E_ + re, ,,_ 4 2(Z+'l,V)c 2 _ X "'#YW , (2.6)

to the system (2.1)-(2.4), the latter derived for simplicity on
the assumption that the plasma is a hydrogen-hellum plasma (Z = O)
and, as usual, neglecting electron diffusion and substituting
Vd]d! for dv_./dtand dv;/dt. In (2.6), e is the electronic charge,

ne is the number of electrons per cubic centimeter ;

o is the conductivity of the medium, which is, in the general case,
an assigned function of temperature, E == E+I/cF x ll is the elec-
tric-field strength in a coordinate frame moving with the plasma
as a whole, w--_=--v, is the relative velocity of the hydrogen

and helium ions, determined from the equation
t

_-'-_./_ V', x X+'l,Y
VPz VP__. _ :

--._X ..*Y 2(X+ '/,D '

and P Px' and P denote the partial pressures of electrons, pro-e' Y
tons, and helium ions :

= X+'I,Y p. X _p; p, 'l,Y
P, = Zx+.I.Y-' P" = u," + "i,¥ = tT'_P;"_',Y "

3. Possible Mechanisms of Generation and Maintenance of Magnettc /_2
Fields

Since our model of the sun is axlsymmetric, the question
arises as to the possibility of generation and support of a mag-
netic field in it. As we know, Cowling's theorem demonstrates the
impossibility of maintenance of a magnetic field by axisymmetric
motions of a fluid (see, for example, the most general method of
proof for Cowling's theorem in [15]). However, there are at least ,
two mechanisms capable of supporting a magnetic field in models
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that are axisymmetrlc in the mean. If the averaged motion is
axlsymmetrlc, there is nothing to prevent nonaxisymmetrlc turbu-
lent or small-scale vortical motions from supporting a magnetic
field [16, 17]. It was shown in Parker's classical paper [16]
how the action of a Corlolis force on convective motions of the
medium in the sun's envelope creates the conditions necessary

for the work o_ a hydromagnetlc dynamo. Steenbeck and Krause
[17] proposed a mechanism by which a magnetlc field is sustained
by anlsotroplc turbulent fluctuations of a medium in axlsym-

metric averaged motion. Here an additional term curl_F' x H),
which represents the electromotive force due to the correlation
o£ the turbulent velocity and magnetic-fleld fluctuations ¥' and
M', appears in the induction equation. Since the field is created
by turbulent velocity fluctuations V', this correlation exists,
_nd the average value of F'xH',may differ from zero.

A formula for the correlation is obtained wlth certain addi-
tional hypotheses as to the nature of the turbulent fluctuations:

V" X a" = --_s ((V'p_ H + V'.,otV'S},

where A is the correlation length. The first term indicates the
decrease in the effective plasma conductivity due to the turbu-
lence and has no relation whatever to the possibility of genera-
tion of a field. Interest attaches to the second term, which
determines the appearance of the turbulence emf if the turbulence
is such that

V' _t V' 4_ O.

It Was shown by the authors that the turbulence arising under
the action of Coriolis forces in the case of a rotating gaseous
body can satisfy this condition, so that it becomes possible for

turbulent fluctuations of the gas to support an averaged organized
magnetic field.

There is also a mechanism by which magnetic fields are formed
due to the mechanical electromotive force described in the general-

ized Ohm's law by the term Emech =_VP, (which is usually omitted
in the derivation of Cowling's theorem). This mechanism, which
was first indicated by Bierman [17], goes into action if

_e expression for the mechanical electromotive force can be ob-

taine_ from the equations of motion, and it is therefore possible ._
to determine the conditions to be imposed on the motion and the

forces acting on the pl_sma to make the generation of a ma_,etic :_
field a possibility. It is shown in [18] that a magnetic field

129

1975005635-132



can be generated in axisymmetric models under the following con-
ditions:

i. In vortical motions of the plasma, when the Helmholtz theo-
rem of the conservation of vortex lines and the intensity of vor-
tex tubes becomes invalid. This condition is satisfied everywhere /gB
inside the sun as a result of its differential rotation with the

angular velocity _ = fl(r._.

2. When nonpotentlal forces act on the plasma. For example,
in the convective envelope of the sun, where a meridlonal circula-
tion arises with velocity Vp --I_ --1_ cm/sec, a Corlolis force F
operates: e

_tF,= 2rot_ X Vp)_O,

thus making it possible for substantial magnetic fields to appear.

3. In regions where plasma molecular viscosity is substantial
and curl curl curl V _ 0.

4. In regions where the motion is essentially turbulent and
curl (I/pV_)_=O. It _s obvious that this last condition can be
satisfied within the sun's conductive envelope.

5. As a result of inhomogeneities of plasma chemical composi-
tion with VP x PX _0, i.e., if the chemical composition of the plas-
ma is not constant on isobaric surfaces. Recognizing the thermo-
nuclear reactions that take place in the interior, the theory of
stellar evolution predicts the following relation for the chemi-
cal composition of star cores in the lower Main Sequence:

X = XG-- AX_T _'5

(Xo is the initial chemical composition and A is a factor that
takes evolutionary time into account). Considering the differen-
tial rotation of the stars, it can be assumed with confidence that
the condition VP × VX _0 is satisfied rather often within the
cores of stars.

Thus, available information on the internal structure o£
stars permits the conclusion that the conditions necessary for
generation of magnetic fields exist in the Intericr of the sun.

The induction equation with consideration of the mechanical

emf takes the form

•_._Het= v=VSH + rot (V × H) + c mt E_ch- n_"mt (J × H), ( 3.2 )

where vm = _/4no is the magnetic viscosity. If there is no field in
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the plasma at time zero, Eq. (2.3) indicates that a toroidal mag-

netic field will begin to grow due to curl Emech. Because of the

finite conductivity, this process will be accompanied by dissipa-
tion. A stationary state will be reached, in which the field in-
crease due to the mechanical emf will be offset by JouleheaZlosses
Equation (3.2) can be used for an order-of-magnitude estimate of
the stationary-field intensity and the time needed to reach the
stationary state:

?

(L is the characteristic linear scale of the problem).

4. Energy Equations and Conditions for Convective Instability

The equation system (2.1)-(2.6) is not complete, and must be
supplemented by an energy equation or heat-flux equation, together

with determination of the Reynolds stresses that appear in Eq.
(2.2). For this, it is first necessary to understand the physical
processes that take place in the core and the convective envelope.
We shall assume in accordance with the conventional view that in

the central regions of the star, where r>jOT°K0 energy is released /9___44
by the proton-proton reaction that takes place there in accordance
with the law [1S

8 = 2.8.tO-=X=p_'s= e@p__, (4.1)

where e is the energy released by one gram of matter in one second.
This energy must be transferred by some transfer mechanism from
the central regions to the surface, where it must be radiated into
space in the form of the star's luminosity L0. It is known that
of the three known transfer mechanisms - heat conduction, convec-
tion, and radiation - the mechanism most effective for the cores
of lower Main Sequence stars is radiation. The radiation field in
stellar interiors is very nearly isotropic owing to the high den-
sity of the gas and the short free path. The radiant flux can
therefore be calcul_ted with the aid of the radiant heat-conduc-
tion approximation [I]:

4.c_ ,.
F =-Tvr. (4.2)

A heat-flux equation in the following form is then valid for a
central region at radiant equilibrium with consideration of the

, proton-proton reaction:

vF = ,r+ + p (V,Vo)- T (v,vr). (4.B)
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where V is the velocity of meridional circulation of the gas andP
is the absorption index of the matter.

The opacity of th_ matter is determined basically by the _l-
lowing atomic processes: photolonization or bound-free transitions
of an atom that absorbs a photon and releases a previously bound
electron; free-free transitions, as a resalt of which an electron
absorbs a photon and Jumps from one free orbit to another with
higher energy; Thompson scattering on free electrons. This last
absorption process is important at low densities and high tempera-
tures, at which the first two processes become rather insignifi-
cant. Comprehensive tables are available for various chemical
compositions and wide density and temperature ranges.

However, approximate formulas that have been averaged over
the frequencies and give a rough description of the opacity of
the matter -- the Cramers opacity laws -- are usually used for the
absorption indices. We know that the first two processes are ef-
fective for the sun, and that a modified Cramers law is used to
obtain bhe best possible description of the tabular absorption-
index calues in the hypothetical temperature and density range:

x= _ _1+X) _-_=___ (4.4)
_¥_

(a = 0.25 and In(t/g)0 = 0.82 for the sun).

Thus, the motion of the plasma in the central regions of the
sun will be described by a system of differential anl algebraic
equations, (2.1)-(2.6) and (4.1)-(4.4). In the outer regions of
the sun, however, the radiative-equilibrium condition will be vio-
lated due to the appearance of convective instability. The condi-
tion for the onset of convective instabillty is formulated for
spherically symmetrical hydrostatic models as the condition under
which the absolute value of the true lapse rate exceeds the adia-
batic value Ill:

Avr_-vr-( T_ir )_-IT_
(4.5)• = --vP-vro.TP P

Condition (4.5) is usually used not only for determination of the /95
boundary between the core at radiative equilibrium and the convec-
tive envelope, but also in place of the heat-flux equation in the
convective zone. However, we may expect on the basis of simple
physical considerations that rotation will tend to suppress con-
vection. Reflections on this problem can be found in Chandrasekhar
[20], who showed that rotation suppresses convection in a heated
layer of fluid, and in Randers [21], who found that the motion in
the convective core of a rotating gaseous mass is decelerated in
the direction normal to the axis of rotation. In a study of the
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effect of slow rotation on convective instability of the polytrop-
ic curves of gases, clement [22] showed that rotation suppresses
at least some of the convective motions described by the lowest-
order harmonics. It is possible that higher-order harmonics are
not as strongly suppressed by rotation, but it is obvious in any
event that the mixing length I in the convective zone may be
shortened substantially by rotation. This means that the trans-
fer of energy becomes less effective on rotation, and that a larger
excess of the true lapse rate over the adiabatic lapse rate is
required for transfer of a given amount of energy in a rotating
star. On the other hand, Cowling [23] notes correctly that non-
uniform rotation may, by causing shear, contribute to the appear- ,
ance of instability and, consequently, additional heat transfer.
Since no criterion that takes all of these factors into account
with sufficient reliability has been found, we shall henceforth
take the Schwartzschlld criterion (4.5) as a condition for the

transition from radiative to convective equilibrium.

5. Developed Turbulence in the Convective Envelope of the Sun

Since the Reynolds number is very large in the convective
zone (on the order of l02@ in the least stable layers), the mo-
tion in this zone will be of the nature of developed turbulence.
To study the motion of the gas in the convective envelope, we
shall use a semlemplrical theory of turbulence -- the generalized
Prandtl "mixing length" theory, which was proposed and elaborated
for astrophysical applications by Wasiutinsky [24]. The basic
idea of this theory is as follows: the action of turbulent Rey- !

holds stresses _Ik on the gas is assumed to resemble that of
molecular viscous stresses in ordinary fluid flows; it is assumed _
that the Reynolds stress tensor depends linearly on the rates of
deformation of the averaged motion. The coefficients of this

linear relation, which form the tensor _ik' have the signlficance

of eddy viscosities. We know that in the kinetic theory of gases,
the molecular viscosity coefficients p are related to the average

velocity uT and the mean free path k of the molecules by the for-
mula

In the "mixing length" theory, it is assumed that similar formulas

also apply for the eddy viscosities nlk, and that particle aggre-

gates of some sort (so-called turbulent elements) assume the role _

,'_ of molecules, while the role of uT is taken by the turbulent velo-

_, city in the i-th direction, and that of _ by the Prandtl "mixing
length." Generally, the turbulence is anisotropic, so that the
eddy viscosity is represented by a tensor. The radial direction
(more precisely, the direction of the effective accelerabion, but

I, these directions coincide accurate to i0-s for the sun) is the
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preferred direction for convective motions in stars, since the
convection is of thermal nature. The turbulent viscosity tensor

in a spherical coordinate system r, _, ¢ bound to the center of /96
the star has the diagonal form

_i_=_00 qss 0,,) (5.1)0 %

where

11_= pu;'o=_, (5.2)

while the other two tensor components are equal at i

Here e is the time during which a turbulence element covers the

mixing length l, u_ is the velocity of turbnlent fluctuations in

the i-th direction, and the parameter S is a measure of the aniso-
tropy of the turbulent fluctuations. At S = l, the turbulent mix-
ing is Isotroplc, the case S = 0 corresponds to purely radial
transport, and when S > l, the mixing is weaker in the radial
direction than along meridians and parallels. The scalar part of
the eddy viscosity n is in the general case a function of r and
o. It must obviously vanish at the interface between the core
and the envelope, where turbulence ceases. Tables of eddy vis-
cosity coefflcients calculated in accordance with the "mixing
length" theory as functions of zone depth are available for the
solar convective envelope [25S. The coefficient of anisotropy is
usually assumed constant, although it should be treated as a func-
tion of _ in consideration of the effects of ro'tation on turbulence
and the increase in effective convection with increasing o. Allow-
ance for the existing magnetic fields introduces still greater
complications into study of the turbulent motions. As was shown
in K20S, the magnetic field tends to prevent the appearance of
turbulence, increasing the stability of the motion. In addition,
a magnetic field with an energy comparable to the energy of the
large-scale fluctuations is capable of suppressing developed tur-
bulence. However, the opposite effect also exists, leading to an
increase in the magnetic field even in axisymmetric averaged mo-
tions owing to turbulence anisotropy [19S. In the absence of
definite results on the interaction of the field and the turbulent
motions, and since the energy of the average magnetic field is
several orders smaller than the energy of the average turbulent
fluctuations within the convective zone of the sun, we shall hence-
forth neglect the effects of the magnetic field on the turbulent
motions. In accordance with Wasiutinsky's theory [24], we shall
express the components of the turbulent Reynolds stresses in a

• spherical coordinate frame in the form
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l

,:=" 1_, "_ -- Zq-_ ; *_ ------ --fi- _ (ruo) -I"ru, ;

.,:= : - .-_ -_ (ru,)+ _,_--- 2S,'. ;
t

K . J_"9 } (5. _)

_ra sn r a . 2rcosOu,} aQ-- $q b'_ ;q = _ = _ _tr si. o..) - = -
2Sq .

_ = -- rsi--F_ tu, sin O+ u. cos0),

where u,,ue,u, are the velocity components in the spherical coordl-
nate frame. "

To understand the physical phenomena that occur in the in- /9__7_
terlor of the convective envelope, let us derive the heat-flux _
and turbulent-energy equations. We shall write the heat-flux
equation with consideration of the fieat supply F due to radia-
tive heat conduction and energy dissipation:

(5.4)
i P'_" + Pd!vV + divP = W.

Out

Here ¢ is the internal energy of the gas, W=Hi_ is the dissipa-

tion due to molecular viscosity, and Hik is the vlscous-stress ten-

sor [26]. We shall use the subscript "0" to denote the averaged
characterlstlcs of the motion and primes to denote the turbulent
fluctuations, putting _ :

p =po+p', rfPo+P', T= _+Z', (5. 5) ._

and, with the definition
;

_=_--' (5.5') ":

J

we may substitute (5.5) and (5._') into (5.4) and average, bearing
_ in mind that the fluctuations p' P' and T' are so small that

their products can be neglected; .e obtain

- o4_p_5._ W. (5.6)

That ls to say, the effect of turbulence on the average internal
energy • is determined by the dissipation W, bY the work of pres-
sure in effecting turbulent compression, and by the convective
thermal-energy flux p,t_'_t'. Usin_ mixing-length theory, we obtain _,
[_]
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We substitute (5.7) into (5.6); then the heat-flux equation for
the convective envelope assumes the form

a, axl{&+ J'}-r, g,'_VD_= W. (5.8)

Here Ji = ¢,_i_(AVZ)_ describes the convective transfer of heat by

turbulent fluctuations in the i-th direction and F i is the heat
transfer by radiative heat conduction, which is much less effec-

tive in the convection zone than Ji" Thus, the turbulent fluc-

tuatlons result in the appearance of an additional heat flux analo- "_:
gous to the flux due to ordinary heat conduction, but with a coef-
ficlent of turbulent heat conduction that is much larger than molec-
ular and depends on the direction of transfer. The term B =

-----fj,gi(AVY),in (5.8) determines the change in internal energy due

to the work of Archimedean forces on the turbulent fluctuations

(gi is the absolute value of the i-th component of the effective

force of gravity). If the medium is unstably stratified, ,Avr->e,
B>0, and this work is done at the expense of stratification po-
tentlal energy and _eads, as we shall see below, to an increase I
in the energy of the turbulent motion.

- _-,- _ .a_--_w.'+W,. (5.9)w = ,,, _.. n,,_ + n,, o_--;=

The first term on the right in (5.9) has the sense of the specific /98
dissipation of averaged-motlon energy under the action of molecu-
lar viscosity; the second term describes the specific dissipation
of fluctuation-motlon energy under the influence of viscosity. For
the sun's convective envelope we shall neglect the effect of vis-
cosity on the averaged motion, i.e., W0.

A turbulent-energy balance equation can be derived from the
equations of motion for the averaged characteristics and turbulent
fluctuations :

a-_7k_,.-eT,.,-- ,;ni_+ ,,[,,_)- (5. l0)

"- _ _7,-n,,_+.T_°'"
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Here e,= '_ pu_u_is the turbulent energy density. Let us consider

the physical meanings of all terms in (5.10) and (5.11).

(AV_ which was dis-We see from (5.11) that the term B=,i_ r '

cussed previously and describes the work of Archlmedean forces -_
on the turbulent fluctuations, appears with the minus sign, caus-

a4

Ing an increase in turbulent energy when AVT>O. The term A=--_tt_-_ !

describes the exchange of ene "gy between the averaged and turbu-
lent motions. Usually A > O, i.e_, the energy of the turbulent

: motion increases at the expense of the energy of the averaged mo-
tion. Despite the apparent paradox, motions in which A < 0 are
possibIe in prinelple, i.e., turbulent-fluctuatlon energy can be
converted to averaged-motion energy, when the turbulence is cre-
ated, for example, by an lnflux of heat [273. The term

1_ 1 ,. • -v _i_- (AV_.

represents the diffusion of turbulent energy by fluctuation motions;
,_ is related to the transfer of turbulent energy by the aver-

aged motion, and _-H_ to transfer by molecular-friction forces.

11" a"{

W=,,_, has the significance of the average specific dissipation

of fluctuatlon-motion energy under the influence of viscosity:

- / a.; a=;\'

If we consider a volume in a stationary state, e.g., the convec-
tive envelope of the SUns the diffusion terms make no contribu-
tion to turbulent-energy change for this volume as a wholes and
we obtain

Within the convective zone, th=.refore, turbulent energy can ap-
pear and be held in a stationary state at the expense of averaged-
motion energy (term A) or at the expense of density fluctuations
arising under the influence of a heat influx (term B); the expen- ,,
diture of fluctuation energy is governed by the dissipation due /99 ;
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to viscosity. The ratio of turbulent energy to averaged-motlon
energy can be estimated approximately. According to available
estimates of the turbulent velocity [25], we find this ratio for
the surface layers of the convective zone:

_ i'-_-'_S_._ _v •
_v S_ao)

If we assume further that the angular velocity of the rotation
does not increase strongly toward the center of the star (which
is consistent with existing theories), this ratio will increase
rapidly with depth and will be on the order of unity in large
part. Thus, we see that the turbulence energy must be made up
chiefly by supply of heat to the envelope, i.e., the term B. As-
sumlng the existence of developed turbulence in the convective
envelope of the sun, and n_glectlng energy diffusion and the
merldlonal circulation velocity as small compared to the rota-
tional velocity, we can derive a developed-turbulence criterion
that assumes the following form in spherical coordinates:

_ar/ -I-S _ -F2(1--S) arJ--qar r

Eqaation (5.12), which describes the energy balance within the
convective zone, or the heat-flux equation (5.8), should be
used in place of condition (4.6). However, there are no reliable
estimates for the turbulent dissipation W for the case of anlso-
tropic turbulence. For nearly Isotropic turbulence, Taylor [28]
proposed the formula

where A is a length on the order of the vortex diameter, i.e.,
the dimension of the turbulent fluctuations, and is a rather
indeterminate quantity. To close the system of equations of
motion, therefore, we shall henceforth use condition (4.6).

5. Estimation of Dimensionless Parameters; The Boundary Condi-
tions of the Problem

The internal structure of stars can be analyzed using the
system of equations (2.1)-(2.7), (4.2), (4.B), and (4.6) and the
boundary conditions at the center of the star, at the interface
between the core and the envelope, and on the surface of the star.
However, since the equation system is complex, we shall attempt
to estimate the orders of the terms appearing in the equation
system and simplify them as strongly as possible on the basis of

i observational data and certain physical hypotheses. First of all,
we shall estimate the ratio of the centrifugal force
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O,r II00
to the force of gravity, q=CM,/r,. On the surface of the sun,

this quantity can be calculated quite accurately:

Q_ao

qo=  10-' (6.l)

(_o_S.10 -e sec-* is the angular velocity of rotation at the solar
equator, "0_7"I01° cm is the radius of the sun, Mo_-2.X033 g is the
mass of the sun, and G = 6.668 • 10-8 is the gravitational con-
stant). An approximate estimate of the ratio of the electromag-
netic to the gravitational force can be made:

c---6--"-_- _7_ , (6.2)

where _ is the mean density of the sun. In the surface layers of
the sun, assuming H0 to be of th_ order of a few gauss, PooN4"t0-7
g/cm s, we obtain 6o % q_, since

-I.

We shall henceforth assume that the ratios of the centrifugal and
Lorentz forces to the gravitational force will be of approximately
the same order of smallness inside the sun as on its surface. We

: do not yet have sufficiently reliable estimates for the meridlonal
circulation velocity v0 in the photosphere. Systematic study of
the motion of sunspots and other identifiable objects on the sur-
face of the sun yields different values for objects with different
shapes and sizes. It appears that these observational data reflect
the fact that the mer_d_onal velocity varies over the depth of the
convective zone. The available data yield approximate values of

_i_-- 10'cm/sec. Near the sun's surface, we obtain the follow-
ing values for the ratio of v0 to the linear velocity of rotation:

V0

ao = _j0a_ 10" --10".

It must be noted that this ratio will vary substantially with depth
in the convective zone.

It was shown in [29] that in the zone of radiative equilib-
rium, the velocities of the meridional circulation are on the
order of l0-g cm/sec, and they will henceforth be assumed equal
to zero for the core of the sun.

Using a table calculated from the "mixing length" theory
[25] for the turbulence characteristics in the convective zone,
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we can estimate the ratio of the turbulent-viscoslty forces to
the inertial term:

(ReT is the turbulent Reynolds number).

If we again assume that the angular velocity of the rotation
has the same order of magnitude in the convective zone, then ac- i
cording to [25] the parameter 8 varies from l0-2 to l0-_. The maxi-
mum value in the convective zone is

(Po and nQ are the maxumum values of the density and viscosity in
the convective "zone; P0 _ 0.2 g/cm 3, andnQ _ 1.4 • l0 .2. We see
from the resulting estimates that the dimensionless parameters a
and 8 can vary through several orders within the convective zone,
and for this reason we shall henceforth make certain supplementary
assumptions in regard to them. We shall neglect the electromag-
netic forces, since their influence on the _ _,....____ motion is
apparently not important outside of zones of strong field concen-
tration (e.g., sunspots). We note that the reciprocal effect of
hydrodynamics on the magnetic fields is _xt_emely important, since
the magnetic Reynolds number is very large owing to the hlg_h con- _
ductivity and large linear dimensions.

We introduce dimensionless variables in accordance with the

formulas

aoP k aq ur .
P= D-_: t= _-_E,r; _.=-_, (6.4)

uo. 4_%t
P'= v-T' f= -L--P" i_

For the convective zones, the dimensionless form of the equa- /lO____!l
tlons of motion in the spherical coordinate frame will be

P &,,,

,Op _ =-qo_,zsintO+.lq,Lv=-f;+

• .,0.. 41 _ t .,,+ 7W --_J -_*q°*7 w"
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?

r 0Pe #u. ]' #P _ = - qo,O'x'sin0 oos0 + _qo L,_.-_ + =v=_ + v=v. -

- =.v&."7 Q'; (6.5 )

$(a,=)vli_ VlialCosO v=olsinO] = i.. I_,,l,o-_-+ + �p.-_Q,,

• !
where the Qi are the components of the dimensionless turbulent

viscosity force

2 0 /t-sOvx_ • I _ [_sin@X

xt' ", )} },_a_,+ S R:-- 25=,. -- _i- LT_ + 2o=-I-ctg00. ;

Q. (,,., o.) = _-/-_TF=L _,-_- + _ _'- 2So.) + _.

=s a ," ,a,.; )] } ._+,"- ; .<
i # i i #.

_.(lO) ==_l--_l-_-6-{-_-i [_,z,[O=,i° lSmco)] .qlni@-t"sln'i'_'_-'Tj_'(_Ssin' 0_ )}

The continuity equation takes the form

";'_'YtT #_ _-_ t-i- / (6.6)

Equation (6.6) will be satisfied automatically by introduction of
• the stream function _:

Poisson's equation is

?

+7_-+ :, _-__=T,"

where O is the mean density of the sun, so that PdP _0,I. The condi-
tion for convective equilibrium in the envelope is

,a#tl a, :-i,_ o. (6 8)

Since the meriOional circulation velocities are negligibly small
for a core at radiative equilibrium, the equations of motion are 0
greatly simplified:
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_ t an, _ = - qo'_'z(1- I_');
p_= a= (6.5')
# #p /kip ,- s f--s

The third equation of motion and the continuity equation are /102
satisfied automatically. The Poisson's equation remains uncha_ged
and the heat- and radiant-flux equations have the dimensionless
forms

Vf -- Dp'tt*_, ( 6.8' )

_C f-"vt= -_.-.-.-.-.-.-.-.-._-f,

where C and D are constants determined from the formulas

"=,-,-,

Thus, the system o£ six differential equations (6.5), (6.6), (6.7),
and (6.8) determines the internal structure of the convective en-

velope, i.e., the functions u= v,,e, p, t and _ as they depend on x

and o; tile system of five differential equations (6._'), (6.7),
and (6.8 _) determines the motion parameters p,t,_,f and _ in the
core. Let us now turn to the formulation of the boundary condi-
tions.

i. At the center of a star, it is natural to assume zero

radiant flux and gravitational force, i.e., to assume the absence
of concentrated point masses or a point radiation source at x = 0:

Wp= O; f = 0.

2. At the interface x = xo between the core and the envelope,

since we assumed uniformity of chemical composition, the boundary
condition to be .taken everywhe;e is continuity of the parameters:

at x = xo, $, d_/dn, p, and t are continuous and v== v,= 0. All
energy sources are assumed to be concentrated in the core; hence
the additional condition

ld_ -t,

The interface between the core and the envelope will be determined
from the condition for disturbance of radiative equilibrium in the
core.
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3. At the surface of a star, x_, it is natural to adopt the

following simplified boundary conditions: zero pressure, density,
and normal velocity component; gravitational potential and its
normal derivative continuous with the solution of the Laplace
equation AT = 0 regular at infinity. The surface of the star is

assumed to be free of stresses, i.e. _ at x = xz:

p = O, t = O; o., = O;

',.,.._ O; ',,,,= O; p=

t

7. Possible Simplifications of the General Equation System, and
Methods of Solution

Using the estimates obtained at the beginning of Sec. 6, we
may assume with some confidence that the ratio of the inertial
and viscou6 forces to the gravitational forces is small, at least
of the order of smallness of q0, and take as the zeroth approxi-
mation the hydr.ostatic approximation obtained from our system at
qe = 0. We obtain the equations of the zeroth and first approxi- /103
mations in q0 by empanding the tmkaown functionsin serlcs with respect to a
small parameter, e.g.,

_:_(z) -'_-q_,(z, p)+O(_ etc. il

and substituting into the systems (6.5)-(6.8) and (6.5'), (6.8').
Obviously, all functions of the zeroth approximation will dvpend
only on x. The equation system for the zeroth approximation will
be written

._._ =o;

_+A--_- P' -o;z Dz

_- ,_,.,_ e,,. ,m

+ WI, - O._,t.;"; ( 7.1 )

t The interface xQ is determined in the zeroth approximation from the
condition that the lapse rate in the region of radiative equilib-
rium in the core becomes equal to the adiabatic lapse rate, i.e.,

!

_h p,_ "r (7 2)"_"_./ '= T-="i•

.: The boundary conditions assume the form:
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(Ee must be determined from the theory of stellar atmospheres).

ToEether with the boundary conditions (7.3), Eqs. (7.I) de-
scribe the structure of nonrotatinE lo:er Naln Sequence stares.
These equations were first solved by Schwartsschild [I], and they
have since been used in numerous studies devoted to the internal

structure of stars with various opacities, enerEy-release laws,
and chemical compositions.

The equations for the functions of first order in qe are ob-

tained with the additional assumptions t_at a0 and _o_q,q'.

--_"_.,-_, a. +-_,-W""P' It " _)=.=,(l-_,)=+_=- =,p,._-Q=." (_.4)

_--_ _- = -- .A-_- 0o; (7.5)

Here the I i denote the inertial terms, and m0 and 60 are nonvanlsh-/10___4_4

inE only in the convective envelope. The continuity and Poisson's
equations are

" _' _.IV',--_,,.1 - o. (T.6)_(_=,_.)-"'E

ElimlnatinE fe _rom the heat-flux equation, we obtain fo_ the re-
Eion of radiative equilibrium

0 _,__._..,._-_[.-.,_-_] -
=_.,.,,,:(,_ +=.,_._,); c',._.'.

,_ __,.+,;+*:-, [_,,__.) -.)_]_--o.
i
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The condition for convective equilibri,Am in the envelope is

7--1 a"

_ As a result of rotation, the surface Df the sun x = ::_ and the

surface of the core x - xo will deviate from spherical form:

==0+ g,z_)+ O(_.

However, accurate to the first order in q0, the boundary condi-

tions can be taken along the surfaces x z = 1 and x a = xe. Indeed,

let us calculate, for example, _ on xo:

Thus, the continuity condition for the function _ on xo reduces

_ to continuity of the function _, on xe. Considering all of the

above, we obtain the following boundary conditions for the first-
approximation functions :

at

_-_ I. = I,.=O;

• .s,,- z_ t,, _, %, _, o-- b_/mm,

v. ==ve = _,

.. s=l; _ _, v, v, _ a._; (7.10)

o.--o;

i ,_--_, (zo,)+s_ -
where

Having _etermined the first-approximation functions we determine /105
the deviation of the star's surface from the sphere_ _(,), from --"
the condition

o.

1975005635-148



I

Similarly, we obtain the condition for x_(M) - the deviation of
the core from spherical. Denoting the lapse-rate difference in
the core by

t _z T P_'

we obtain on xu

r
o,

J

from which we find

Let us consider how the system of equati£ns of motion can be aim- i
plified in the convective region with additional conditions on
a0 and B0.

i. p,<l (B_>l). The turbulent viscosity force is small on

the average over the zone. In this case, irrespective of the
values of the other parameters, system (7.4)-(7.7), ('7.9) has a
solution of the following form for the angular velocity _ and the
stream function _:

o= wsm. (7.11)

Difficulties are encountered here in satisfying the boundary con-
ditions, since the equation system is found to be of lowest order
as R_-_ (see [30]). If the boundaries of the convective en-

velope are stress-free

_=0; _=_=0 at s=_ z=i, (7.12)

the solution of the type (7.11) that satisfies boundary conditions
(7.12) has the form

_0; m_s_ '(s'_ (7.11')

i.e., the angular velocity of rotation is a function of distance
from the axis of rotation and there is no meridional circulafloa.

However, solution (7.ii) has a singularity near the axis of rota-
tion at S < 3/2 as a result of an unbounded increase of d_d@.

(

Thus, the solution of type (7.11) is apparently val_d in the ,

general case (as for solid boundaries when Re T �_[31]) only in
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inviscid regions of the flow, where the velocity gradients are net
large. In addition, there may be shear layers [31] in which the
velocity gradients are large and, despite the large Reynolds num-
bers, the viscous terms in the equations of motion are significant.

2. _J=.-_1. The turbulent-viscosity force is significant, but
the merldlonal circulation is weak to,compensate the turbulent-
viscosity losses. A stationary ccndition will be possible with an
angular-velocity distribution such that the C-component of the
friction force vanishes:

t a a [[S(t_F,),_]

With S - const and _ = _(z),putting [_(z,_F)= e (z)X (F),)we find /106

ai= _.(,)=' =-_+2(l--a)= =--..41@ I(t--_'_z/_! = m. (7.13) .'*

Nontrivial bounded solutions for X(g) exist only form=-(, + I)-- 2
(n = i, 2, 3, ...). In virtue of the symmetry about the equator,
the general solution of (7.13)is

=(=,F)= (7.14)I

If E = const, we have

= A x'.+ B,zE'-;

K_:' -s+zs± ¥(t+zs),+s.(=.+3)s2 "

The boundary conditions for u may be as follows: if it is assumed
that the turbulent fluctuations do not penetrate into the core of
th." star, the boundaries of the envelope should be free of stresses,
i.e.,

@=0 at ===t,

then the general solution of (7.13) assumes the simple form

If we assume that penetration of the fluctuations into the core is
possible, the boundary conditions at x = x0 will be continuity of

147

1975005635-150



the angular velocity: _n(X) continuous at x = x@. The condition

at x = 1 Is retained. As we noted above, _(x) = const is a rather
inappropriate value for turbulent viscosity, and the tables of
[253 must be used for reality. Values for other Internal-struc-
ture characteristics are obtained by substituting lw_, _Into the
system (7.4)-(7.9) with consideration of the boundary conditions
and neglecting terms wlth m_. After determination of v° andl_"X

the next ap_roxlmatlon for m can be found from Eq. (7.5) by sub-

stituting v_ and _, and thls wlll be the next term In the expan-

sion of _ _ serleswi_ respect_ the sman parame_r _/_.

Subsequent terms In the expansion can be calculated by suc-
cessive approximations.

B. (S - I) Is small. The resulting motion Is nearly a rota-
tion wlth constant angular velocity m0. It can be shown that In
this case m _ S - 1 << 1. We eliminate the pressure and density
from (7._) and make the substitution J

we then obtain a system of two linear dlfferenblal equations of
sixth order for the functions _i and _i, with slx boundary condi-
tions on the surface and the interface between the core and the
envelope.

Numerical calculation of the proposed models of the sun's
internal structure wlll be discussed In the next article. We note

for now that the introduction of anlsotroplc turbulence Into the
picture In the convective zone gives reason to assume that: i) a
steady meridlonal circulation wlll exist In the convective en-
velope of the model; 2) the model's angular velocity of rotation
wlll be a function of r and 0; 3) a large-scale magnetic field /107
will appear and be held steady in the model by the hydromagnetlc
dynamo or the "battery" effect.

Since the present articl9 was se:,t _o the printer, a number
of papers on the hydrodynamics of the convective zones of stars
have appeared [32-393, some of them representing further develop-
ments of the presen_ article K37, 393.

REFERENCES

i. M. Schwartzschlld. Stroyenlye 1 evolyutslya zvezd (The Struc-
ture and Evolution of the Stars), Russ. ed., Moscow, IL,
1961.

2. J.W. Roxburgh. On Stellar Rotation. I. The Rotation of Upper
Maln-Sequence Stars. Month. Not. of Royal Ast. Soc., 1964,
Vol. 128, 2.

_ 148

J
p

J i

1975005635-151



3. J.W. Roxburgh. On Stellar Rotation. II. The Rotation of Lower
Main-Sequence Stars. Month. Not. of Royal Ast. Soc., 1964,
Vol. 128, 3.

4. J.P. Ostriker and J.W.K. Mark. Rapidly Rotating Stars. Astrophys.
J., 1968, Vol. 151, 3, Part i.

5. J. Faulkner, J.W. Roxburgh, and _.A. Strlttmatter. Uniformly
Rotatln8 Main Sequence Stars. Astrophys. J., 1968, Vol. 151,
i, Part i.

6. J.W. Roxburgh. Steady Meridian Circulation in Rotating Magnet-
ic Stars. Month. Not. of Royal Ast. Soc., 1961, Vol. 126, 1.

7. J.F. Monoghan. Magnetic Fields in Stellar Bodies. Month. Not.
of Royal Ast. Soc., 1965, Vol. 131, 2.

8. J.Nakagawa and S.K. Trehan. An Axisymmetric Magnetic Field with
Differential Rotation in a Spherical Fluid Shell. Astrophys.
J., 1968, Vol. 151, 3, Part i.

9. L. Biermann. On Meridional Circulations in Stellar Convective
Zones. Electromagnetic Phenomena in Cosm. Phys., 1958, p.
548.

i0. T. Sakurai. Hydromagnetical Investigation of the Solar Dif-
ferential Rotation. Publ. Ast. Soc. Japan, 1966, Vol. 18, 3.

ll. W.J. Coc_e. On the Solar Differential Rotation and Meridional
Currents. Astrophys. J., 1967, Vol. 150, 3, Part I.

12. R. Kippenhahn. Differential Rotation in Stars with Convective
Envelopes. Astrophys. J., 1963, Vol. 137, 2.

13. S.B. Pikel'ner. Osnovy kosmicheskoy elektrodinamiki (Fundament-
als of Cosmic Electrodynamics). Moscow,"Nauka," 1966.

14. S.I. Braginskly. Transfer Phenomenon in Plasma. In collection
entitled: "Voprosy teorli plazmy" (Problems of Plasma Theory),
No. I, 1963.

15. S.I. Braginskiy. The Magnetohydrodynamics of the Earth's Core.
Geomagnetizm i aeronomiya, 1964, Vol. 4, 5.

16. E.N. Parker. Hydromagnetic Dynamo Models. Astrophys. J., 1955,
Vol. 122, 2.

17. M. Steenbeck and F. Krause. The Origin of the Magnetic Fields
of Stars and Planets as a Result of Turbulent Motion of
Their Matter. Magnitnaya gidrodinamika, 1967, No. 3.

18. A. Schleuter and L. Bierman. Interstellar Magnetic Fields.
In collection entitled: "Problemy sovremennoy fizika" (Prob-
lems of Modern Physics), 1954, No. 2.

19. I.M. Yavorskaya. Certain Problems in the Origin and Mainte-
nance of Cosmic Magnetic Fields. "Mekhanika zhidkosti i
Gaza," 1968, No. 4.

20. S. Chandrasekhar. Hydrodynamic and Hydromagnetic Stability, Ox-
ford, 1961.

21. G. Randers. On the Rotation of the Stars with Convective Core.

Astrophys., 1942, Vol. 95, 3, 454-460.
22. M.J. Clement. The Effect of a Small Rotation on the Convective

Instability of Gaseous Mass. Astropnys. J., 1965, Vol. 142,
l, 243-252.

, 23. T.G. Cowling. The Condition for Turbulence in a Rotating Star.
Astrophys. J., 1951, Vol. 114, 2, 272-286.

1975005635-152



24. J. Waslutinsky. Hydrodynamics and Structure of Stars and Plan-
ets. Astrophys. Norveglca, 1946, Vol. 4.

25. N. Baker and S. Temesvary. Tables of Convective Stellar Envelope
Models. New York, 1966.

26. N.Ye. Kochln, I.A. Kibel', and N.V. Roze. Teoretlcheskaya
gldrodinamlka (Theoretical Hydrodynamics), Part II, Moscow,
1963.

27. A.S. Monin and A.M. Yaglom. Statisticheskaya gidromekhanika
(Statistical Hydromechanics), Vol. I, Moscow, 1965.

28. G.I. Taylor. Statistical Theory of Turbulence. Proc. Roy.
Soc., A, 1935, Vol. 151, p. 421.

29. P.A. Sweet. The Importance of Rotation in Stellar Evolution.
Month. Not. of Royal Ast. Soc., 1950, Vol. ll0, 6.

30. M. Van Dyke. Perturbation Methods in Fluid Mechanics. Russ.
ed., Moscow, Mir, 1967.

31. K. Stewartson. On Almost Rigid Rotation. Part 2, J. Fluid
Mech., 1967, Vol. 26, 1.

32. R.S. Iroshnikov. The Nature of the Sun's Differential Rota-
tlon. Astron. Zh., 1960, Vol. 46, No. i.

33. S. Kato and G. Nakagava. The Solar Differential Rotation and
Rossby-Type Waves, Solar Phys., 1999, Vol. i0, 2.

34. F.H. Busse. Differential Rotation in Stellar Convective Zone.
Astrophys. J., 1970, Vol. 159, No. 2, Part i.

35. H. K_ller. Differential Rotation Caused by Anisotropic Turbu-
lent Viscosity, Solar Phys., 1970, Vol. 13, i.

36. B. Durney. Differential Rotation. Merldlonal Velocities and /108
Pole-Equator Difference in Temperature of a Rotating Con-
vective Spherical Shell, Astrophys. J., 1970, Vol. 163, No.
2, Part 1.

37. N.S. Mel'nikova and I.M. Yavorskaya. The Hydrodynamics of the
Convective Envelopes of Stars. "Mekhanlka zhldkostl i gaza,"
1971, No. 2.

38. B. Durney and T.W. Roxburg. Inhomogeneous Convection and the
Equatorial Acceleration on the Sun, Solar Phys., 1971, Vol.
16, 1.

39. B.S. Keller and I.M. Yavorski?. The Hydrodynamics of the Con-
vective Zone of the Sun. "Me hanlka zhldkostl i gaza," 1972,
No. 5.

150

I

1975005635-153



_ AN INVESTIGATIONOF THE.COSMIC RADIATION IN THE VICINITY OF THE MOON ON TH8 "

; LUNA i0, lip AND 12 ARTIFICIAL LUNAR SATELLITES

i (Translationof "Issledo:_miyekosEdcheskoy radiatsii v okrestnostyakh ;

i Luny na ISL 'Luna-10,ii, 12.'")

N. L. Grlgorov, V. G. Kurt, V. N. Lutsenko, V. L. Maduyev,

N. F. Pisarenko, and I. A. 8avenko

t

; ABSTRACT

The paper reviews research on the primary cosmic radiation an_
solar cosmic rays from the Luna i0, Ii, and 12 artificial
lunar satellites. Data on the vertical distribution of cos-
mic rays above the moon's surface are presented, and the al-
bedo for the primary radiation is determined. The fluxes of i
electrons with energies from 30 to 300 key were registered !
in the solar cosmic rays. Rapid variations of the electron ! "
flux were obeerved. The angular distributions of 0.5-10 MeV !
protons moving together with t_e corpuscular streams respon-
sible for Yorbush decreases were investigated, With 14 il-
lustrations and 19 sourc_ citations.
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AN INVESTIGATION OF THE COSMIC RADIATION IN THE VICINITY /109
OF T-HE MOON ON. THE LUNA lO, II, and 12 ARTIFICIAL

LUNAR SATELLITES

N.L. Grigorov, V.G. Kurt, V.N. Lutsenko,
V.L. Maduyev, N.F. Pisarenko, and I.A. Savenko

2

Early in 1966, preparation of experiments to investigate the
radiation eavlromnent in near-moon spPce was begun as part of the
planning for the flights of the first artltlcial lunar satellites
(ALS). Study of the physical properties of this region of space
is important both in its purely scientific aspect and in support

of radiation safety on manned lunar flights.

It was necessary first of all to clarify the possible signlfl-
cance of the level of trapped charged Particles in the vicinity of -
the moon. A number of experiments were designed to determine the
radioactivity of the moon - both the intrinsic activity of the
lunar rocks and that induced by cosmic rays. Further, the ALS was
viewed as a highly convenient probe for investigation of possible

traces of the earth's magnetosphere at distances around 60R e (Re

is the radius of the earth). Finally, t_e ALS is a convenient tool
for measurements of the solar cosmic radiation. Firstly, such a
satellite spends much of the time outside of the earth's magneto-
sphere and, secondly, the presence of the moon as a body that ab-
sorbs all of the radiation incident upon it is helpful in certain
cases in studying the angular distribution and manner of propaga-
tion of the solar cosmic rays.

The Artificial Lunar Satellites and the Inctruments for Charged-
Particle Measurements

The Luna i0 A_S was launched into a selenocentrlc orbit with

its apocynthion at _1000 km and its pericynthion at 350 km on
3 April 1966. The orbit of the satellite was inclined 72 ° to the
plane of the lunar equator. Data from the satelllte's instru-
ments were transmitted in communications episodes from _ April

'" through 29 May 1966. Pulses from the instrument detectors were
fed to a logarithmic scaler with a capacity of up to 5 " i0 a and
were counted with a relative error no greater than 3%. The scaler
circuits were interrogated once every two minutes. The pulses
accumulated between communications episodes could be counted at
the beginning of the next communications episode. This made it
possible to determine the average counting races of the sensors
during the time between episodes.

The Luna ii ALS was placed in selenocentric orbit on 28
August 1966. The parameters of the orbit were as follows: apo-
cynthlon 500 km, pericynthion 133 km, inclination of orbit to
the plane of the lunar equator _I0 °. The instruments operated
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during communications episodes held on the average once a day and
lasting from 2 to 40 minutes. The detector counting rate was de-
termined with the aid of logarithmic intensimeters, which were
interrogated once every 6.75 sec. In some communications episodes
the pulse counts were obtained with logarithmic scaling circuits
as in the case of Luna I0. Information was acquired during the
period from 28 August through I October 1966.

The Luna 12 ALS was placed in orbit around the moon on 22
October 1966. The apocynthion of the orbit was at 1700 km and
pericynthion at 98 km; the orbit was inclined _16 ° to the plane
of the lunar equator. The scientific apparatus was worked on /ii0
schedules similar to those of the Luna Ii. Information was ob-
tained over the period from 22 October 1966 through 6 January
1967.

The instrument pack-

on the Luna I0 [i] in- I
cluded two identical type
SBTr9 end-window counters.
The counters were mount-

ed side by side on the
_uter surface of the @,.m_11 ._;_za_,_ @_.,_:
satellite.The counter ____l -__. ,d._ _,.

for reg_stratlon of hard
radiation was fully en_ Figure 1. Placement of Sensors on
closed in brass with a Luna ii and 12 ALS Relative to

thickness of _2.8 g-cm -= Sateliite's Spin Axis. Counters
while the other counter, Nos. i, 2, and 3 are end-wlndow
which was mounted to gas-discharge counters. I) Perrite
register soft radiation, plates; 2) counter shielding; 3)
had a conical aperture SBT-9 counter; 4) CsI(TI) crystal;
in a similar shield. The 5) FEU-16 photomultiplier; 6) scin-
thickness of the wlndow tillation-counter shielding.
(mica with a sputtered
layer of gold) was _1.5
mg-cm -2. Tnus, the first counter could register protons with

energies Ep > 50 NeV, and the second (through the window) protons

with energies Ep • 0.5 MeV and electrons with energies E e • 40
keV. Both counters had a global geometry factor Go = 2.6 ± 0.2
cm z, while the geometry factor of the second counter for radia-
tion registered through the window was 0_4 cm_'sr. Luna I0 ro-
tated on its axis with a period of _3 min. Analysis of the satel-
lite's orientation with respect to the sun indicated that the

: counter with the. open window could not register solar x-radia-
tion, since the sun did not enter its field. The instruments
aboard Luna 11 and Luna 12 [2] consisted of gas-discharge count-
ers with magnetic filters and a sclntillation counter. The three
SBT-9 gas-discharge counters were si_llar _o those used in the
instrumet_t package on Luna 10. Collimators with cone angles of

153

d T

1975005635-156



_60 ° were placed in front of the mica counter windows. The ferrite
plates of the magnetic filters were mounted on the outside of the
conical collimators of all counters, but these plates were mag-
netlzed on only one of the counters (No. 2). The magnetig field
of this filter was such that electrons with energies below 100 i
keV were practically completely deflected, while the transmission

of the filter did not exceed 20% at an electron _nergy E e _ 0.6

keV. Thus, counter No. 2 with the magnetized filter :egistereo
protons with energies above 0.5 MeV and electrons witn energies

Ee _ 0.6 MeV. Counter No. i (filter unmagretized) registered elec- _,

> 30 keV and protons with ene_'gies Ep > 0.5trons with energies E e ~

MeV. Thus, t_e difference between the readings of counters Nos. 1
and 2 was due to electrons wl_b energies from 30 to 300-500 keV.
C_unter No. 3 was a duplicate of counter No. 1 and was criente_ _
perpendicular to the axes cf covnters Nos. I and 2 (Fig. i). When
solar x-radlation fell di_,ectly into the coL'nter windows, their ._
counting rates ro_e above 10 3 sec -I. The geometry factor of /ii____]

counters Nos. i, 2_ and _ _or particles registered through the
window was 0.15 cm_'s_.

The scintillation counter consisted of a CsI(T1) crystal 1
mm thick and 12 mm in diameter with an FEU-16 photomultiplier. The
crystal was mounted in a 60 ° collimator l0 mm high and l0 mm in
diameter in the section next to the crystal. An aluminum foal
2.7 mg'cm "2 thick was secured over the CsI(T1) crystal. The axis
of the scintillation counter was parallel to that of counters Nos.
1 and 2 (Fig. 1). The electronics registered pulses corresponding
to the following energy releases in the CsI(Tl) crystal: threshold
I, KI > 30 keV; threshold II, E2 > 300 keV; threshold III, E3 > 1.5
MeV.

With consideration of absorption in the foil and the super-

ficial dead layer of the CsI(T1) crystal, electrons with E e > 60

keV and protons with E > 0.9 MeV could be registered at the first
P

threshold. At the second threshold, Ee > 300 k-V and Ep > 1.0 MeV,
and at the third 1.8 MeV < E < I00 MeV. The correspohding thresh-

p
olds for the Luna 12 Instrument were El > 130 keV, E2 > 1.3 MeV, and
Es > 8 MeV. The geometry factor of the s¢int±llation counter for
particles entering it through the collimator was 1.3 cm_'sr, out
0.66 cm 2 for _u isotroplc penetratlng-radlatlon flux.

The Luna ii and Luna 12 satell'tes rotated _vith periods of
122 and 260 sec, respectively, aroun_ axes parallel to the axis
of counter No. 3 and perpendicular to those uf counters Nos. I and
2 and the scintillation counter.
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The Absence of Lunar Radiation Belts

The September 1959 flight of Luna 2 had shown that the Inten-

sity of the penetrating radiation trapped by the moon's magnetic
field equals zero within the limits of measurement error at dis-

tances of _I000 km from the lunar surface [3]. However, the In-
strument on Luna 2 could not register 9rotons with energies around

0.5 MeV, and el_ctrons with Ee _ 40 keV could be detected only

from their bremsstrahlung w_th very low efficiency. It was there-

fore considered worthwhile t" measure the upper limit of the flux

intensity of electrons with energies E e _ 40 keV, which, according

tc estimates, could be held by a constant lunar magnetic field of
_10-20 ¥, the possible existence of which had not been eliminated

by the magnetic measurements available at that time [4].

Over a long measurement time, the instruments on Luna 10 were

capable of quite reliable determination of the intensity limit of

the flux of _40 keV electrons. During much of the time from 27

April through 2 May 1966 and from ii through 25 May 1966 (periods
of low solar activity), the unshielded counter registered an aver-
age of 11.2 counts/sec [i]. Since the unshlelded counter had a

relative effective geometry factor for penetrating radiation

amounting to 0.95 ± 0.05 of the corresponding factor for the
shielded counter, whose average countln E rate near the moon was

10.5 see-*, the upper-limlt electron flux intensity was N = 3
cm-_sr-2"sec -2 for this period of the measurements, e

Thus, if there is radiation that has been permanently trapped

by the magnetic field of the moon at heights from 350 to i000 km

above the lunar urf_ce, fluxes of _40 keY electrons represent
no more than 3 cm-_s_'-l'sec -* of _his radiation. The later Ex-

plorer 35 measurements confirmed the absence of trapped rzdia-

tion [the intensity of electrons with Ee > 45 keV and protons with

E > 322 keV does not exceed 5 particles(cm2"sec'sr) -*. Accord-
P

ing to the same source, the moon's intrinsic magnetic field does
not exceed 4 y at its surface [5].

Oetectton of the Tail of the Magnetosphere at Distances of _60R e /112

In prlnolple, extended-term measurements of charged particles

and the magnetic field on artificial lunar satellites can, in vlr-

rue of the moon's rotation, answer the question as to whether the

earth's magnetosphere influences the spatial intensity distribu-
tion of the soft corpuscular radiation at distances from the earth

on the order of 60 Re .

During the operatin_ lifetime of Luna i0, the satellite

passed twice thr0uEh the region hypothetically occupied by the

tail of the eamth's magnetosphere. On both-occasions - 4 and 9
April and 3 May 1966 - it registered temporary increases in the
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Figure 2. Readings of Luna i0 Counters in the Per-
iod from 3 April through 13 May 1966. The tlck lengths
are proportional to the number of counts per second;
the dashed radial llne indicates the possible limits
of the region into which the tall of the magnetosphere
extends.

J

soft-radlatlon intensity (Fig. 2). Very probably, these inten-
sity increases were due to crossings of the tail of the earth's
magnetosphere [4] and indicate that quasistationary fluxes of
low-energy particles exist in the transitional region between the
magnetosphere and the interplanetary magnetic field. Ma_etic-
field measurements made later on Explorer 33 and Explorer 35 [5]
confirmed the existence of the tail of the magnetosphere out as
far as the orbit of the moon. Energetlc-partlcle fluxes were
also observed when the moon crossed the terrestrial shock wave,

the magnetopause, and the tail of the magnetosphere [6].

Investigation of Cosmtc Rays tn Meat-Moon Space

The extended-time measurements made on Lunar i0, ii, and 12
over a broad range of distances from the lunar surface made it
possible tc investigate the moon's influence on the penetrating-
radiation flux [7]. The instruments mounted on the artificial /113
lunar satellites included shielded gasTdlscharge counters, which
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registered the prlaary radiation. In addition, the readings of
the SBT-9 end-window counters could be used to acquire information
on hlgh-energy cosmic rays in those cases in which soft radiation
was absent.

The shlelded-counter counting rates were measured in the
"empty" space on the path from the eabth to the moon during sever-
al communlcatiSns episodes over three days (fox" each satellite).

The counting rate I(h) of an in-
strument registering _he global cos-
mic-ray flux varies with height be- ll#)/l#._
cause the moon screens out part of " m-_

space, preventing particles from it ,.o
from striking the counter. If £(h) is _!
the solid angle subtended by the moon
at a point situated at a distance h
from its surface, no is the cosmic-ray .+
intensity per unit solid angle, and S _l
is the area of the counter, we have

Ioh>= - (h)=..s4.[, -

where 4_no is the counting rate in in- O
terplanetary space (h �®),

IlK) =| , Q(h). 'h)=2_ I "W-n{_--_ -_--' Rm , Figure 3. Curve of
I+-_- Shielded-Counter Count-

ing Hate as a Function
of Satellite's Height

where Rm is the radius of the moon. h Above the Lunar Sur-

face (Averaged from the
If we assume that the lunar "ur- Luna 10, ll, and 12

face is a source of isotropic radia- Measurements)
tion of intensity mh0 (i.e., that it
is a reflecting surface subject to Lam-
bert's law), we can show that the in-
tensity of this radiation at height h will be proporticnal to the
solid angle fl(h) subteaded by the moon at the instrument. Then

! (h)
(T_) = ! -- (! - o) ..,,_

Luna I0 made measurements at distances of 350-1000 km above
the lunar surface. The height range in which the vertical varia-
tion of cosmic-ray intensity was measured by Luna ll was extended
to 150-1200 km, while the Luna 12 measurements were made at heights
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ranging from i00 to 1800 km. To eliminate the effects of solar
modulation of the primary cosmic rays, data pertaining to periods
of elevated solar aztivlty (solar cosmic rays, Forbush decreases)
were not used in the subsequent analysis. The measured results
were broken up into groups corresponding to height ranges of _i00
km. The average intensity was determined within each group of
measurements.

The I(h) curve obtalned by averaging the measurements from /114
all three satellltes appears In Fig. 3. The same figure shows
I(h) curves plotted on the assumptlon of zero and 25% albedos. The
exp_"Imental polnts fall between these calculated curves. Thus,
the excess radiation in the h_i@ht range lndlcated corresponds to
m between 0 and 0.25. The experimental points approach the curve
wlth m = 0.25 as the height h diminishes. We note that the lunar-
surface albedo registered by Luna 9 was 26% [8]. Thls vertlcal
variation of albedo cannot be explained elther on the assumption
of an isotroplc albedo or with an albedo In whlch the secondary
particles are emltted preferentially normal to the surface of the
moon.

Protons from the Solar Flares of 28 August and 2 September 1966

Several powerful solar flares accompanied by intense charged-
particle fluxes occurred during the transmitting lifetime of Luna
ll. The first of these flares took place at 15h 25m Universal
Time on 28 August 1966. Figure 4 shows the time variation of the
Luna ll counting rates for the first few communications episodes.
The diagrams at the top indicate the satellite's position rela-
tive to the moon and the sun and, begiunlng with 29 August 1966,
the orientation of the spin axis in the plane of the satelllte's
orbit. The counting rates at the three thresholds of the scintil-
lation counter and the No. 1 (BST-9) and No. 2 (SBT-gM) end-window
counters, w1_h the unmagnetlzed and magnetlz_d magnetic filters,
respectively, are shown below. As we indicated, these detectors
had the same orientation and scanned space in the plane perpendicu-
lar to the satellite's axis of rotation. The aporoprlate symbols
are used to mark the times at which the sun _ moon entered the

fields of the sensors. The experimental poinl .re separated by
6.75-sec intervals. Moscow Time is indicated a the bottom of the
figure. The sensor counting levels corresponded _o the cosmic-
ray background during the first episode on 28 August 1966, 17
hours before the optical flare. The second episode, three hours
after the flare, showed a counting-rate increase due to the arrival
of solar p 'otons, for the most part of high energy. Then the low-
energy protons began to arrive. The proton-lntenslty increase was
observed until 30 August 1966.

During this time, several space vehicles were within the mag-
netosphere of _he earth, and it was possible to make simultaneous

: measurements of the charged-particle fluxes at several points in
space. Figures 5 and 6 show the results [9] of IMP-3 earth-
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Figure 5. Ionization-Chamber ,0 t_ "- _

Readings (Protons with Ep > 20 . _0_[ lg/ ...... ' ...... ;',,,I
•z- i / .. i

MeV) on IMP-3 Artificial Earth a s-Satellite for 28-31 August i
1966. The vertical lines Indi- _O_ _l_t_J_ _l J
care the times of our measure- _ w , #
ments. _ tS61" S_A_m_

Figure 6. Flux Intensity of

satellite measurements (protons Protons with Ep _ 13-17 MeV

with energy Ep > 20 MeV) and and Ep % 0.6-13 MeV, as Meas-Pioneer 7 data [10] (protons with
energies of 0.6-13 MeV and 13-70 ured on @ioneer 7 Spaceprobe.
MeV). However, these more ex- Deep River neutron-monltor
tended measurements had lower readings are indicated at the

bottom (the times of our meas-time resolution. (The times of
urements are indicated by thecommunications with Luna ll are

indicated by vertical lines in vertical li,_s).
Figs. 5 and 6).

Averaged (over the episode) flux intensities of protons with
E > 1.8 MeV and E > 50 MeV over the entire useful llfe of Luna
P P
Ii appear at the top of Fig. 7 [ii]. The intensity of protons

with Ep > 50 MeV increased strongly on 28 [August] and 2 Septem-
ber. In the latter case, it was two orders above the background

value. For protons with Ep > 1.8"MeV, the intensity was more
then four orders higher than the background.

Plots of the motion of active regions over the vlslble disk
of the sun (longitude vs. time) and the coordinates of the strong-

est flares appear lower down on Fig. 7- Values of the Kp index,
, the readings from a neutron monitor (Moscow), and magnetic storms

and polar-cap absorption are given at the bottom of the figure.
_'_ see that the flares of 28 August and 2 September occurred in
t.he same active region (McMath-Hulbert 8461). A third, equally
pc,werful flare occurred in this region _n 4 September, at the
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Figure 7. Flux intensity of Protons with E > 1.8 MeV and
P

Ep > 50 MeV, as Measured on Luna ll During August-September
1966. The figure presents plots of the motion of active

regions across the sun's disk, values of t_e Kp index (three-
hour averaglng), and neutron-monltor data (Moscow).

limb. The strongest fluxes were observed with the flare of 2 Sep-
tember, which occurred at 55° of western longitude. This is in
good agreement with conceptions of proton propagation along lines
of force of the interplanetary field that are bent into the shape 1
of Archimedean spirals.
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F r the second passage of the active regions across the sun's
visible disk, "Ghe 'nighest activity was registered in the period
from 17 throur_h 2h September. Although these flares were similar
in strength e_nd kocation to those of 28 August and 2 September,
their proton ef_.iciencles were much lower. We observed an fnten-
sity increa'se cJnly for protcns with E > 1.8 MeV (we should note

P
that these increases may be attributable in part to 27-day recur-
rent protrjn _'luxes). In all episodes, the intensity of protons

with Ep > 5() MeV was near the galactic background. The neutron-

monitor re_dings and geomagnetic data also indicate lo_er efflc-
iencles for the flares of 17 and 21 September.

f_ccordiag to [12], the flare of 2 September was the strongest
one C,bserver_ during the last five years. An estimate of the inte-
gral flux of protons with energies above 30 MeV yields a figure on
the oTder of 108 c_-2, which corresponds to an absorbed dose of
10m'20 rad behind a shield of 3 g/cm 2 [ii].

L ova-Energy Particles Associated with Forbush Decreases /ii

Numerous observations from both ground facilities and space
vehicles have shown that a Forbush decrease in cosmlc-ray inten-
sity and a geomagnetic disturbance caused by the arrival of a
shock wave are observed 1-3 days :'fter powerful so- flares. These
effects are usually accompanied by a burst o_° protons with ener-
gies of I-i0 MeV, which are known as "hlgh-energy storm particles"
[13, 14]. These bursts often have intensities equaling those of
the proton fluxes arriving directly from the flare, but they are
of shorter duration (_6 hours) and have softer spectra.

Here we shall consider two cases of low-energy-proton regis- /ii
tration on Luna 12, on 13 December Z966 and 6 January 1967;'they
have an apparent genetic relation to Forbush decreases caused by
solar flares.

Figure 8 [15] shows the positions of the satellite on its
lunar orbit during two measurement episodes on 13 December 1966.
The satellite was turning on its axis with a period that amounted
to 255.5 ± 0.5 sec on 13-16 December 1966. As we have noted, the
axis of counter No. 3 was parallel to the rotation axis, while
those of Nos. 1 and 2 and the scintillation counter were per_ :n-
dicular to the rotation axis. The orientation of the vehicl,, on
13 December 1966 was determined from data on eclipsing of the
sensor fields by the moon. The satellite's spin axis lay in the
plane of its orbit, which practically coincided with the plane of
the ecliptic, and formed an ang].e of about 125 ° with the llne to
the sun (Fig. 8).

Counters Nos. 1 and 2, which were set perpendicular to the
: rotation axis, scanned space in the plane perpendicular to the

plane of the ecliptic (Fig. 8). Since the collimators of counters
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Nos. i and 2 had a 60 ° aper-
ture, the sun did not enter
the counter fields, n

Figure 9 shows the re- c_,,.,.2_/
sults of measurements for two ct_._

communications episodes on I_13 December. _alysis of the _u_,

detector readings establishes ,_,_, B Illthat the registered radiation _-m

consists basically of a flux _ '_J""of soft protons with energies
from 0 5 to l0 MeV. It is
seen from FIE. 9 that the rates

of counters Nos. i and 2 and __

the scintillation counter vary
periodically with the period of
the satellite's rotation at the >Q. -- _,*Jt, -
beginning of the second and ap.. _J_'/,_az,.__
parently during the first epJ- [ms_
sode, whale that of counter ".;o. _"_

3 remains almost constant• Figure 8. Position of Luna 12
Here, as we see from Fig. I, on Orbit During Communications
the field of the sensor is not Episode of 13 December 1966,
eclipsed by the moon as the and Orientation of Detectors.
satellite rotates• Hence the
observed modulation of the in- Key:

13h 24m --moon begins to
tensity indicates anisotropy eclipse counters oriented per-
of the radiation being regis- pendlcular to satellite rota-
tered. We should note that the tlon axis; 13h 36m - start of
readings of counter No. 3 and eclipse of counter positionedthose of Nos. 1 and 2 at the

parallel to axis of rotation;
times at which the axes of the 14h 01m -- emerslon of counters

latter two cross the plane of positioned F_rpendlcular to
the ecliptic near the antIsolar
direction (these times are indi- axis of rotation•
cated by the vertical lines on
Fig. 2) agree within the limits
of measurement error. The readings of counters Nos. 1 and 2 in
the plane of the ecliptic in directions near the llne to the sun
are three times higher than the analogous readings in the opposite
direction (i.e._ the observed anlsotropy A _ 50%).

Figure l0 shows the angular distribution in the plane perpen-
dicular to the plane of the ecliptic. This distribution is dis-
tinguished by the lack of symmetry _out the plane of the ecliptic
(llne AB). The _sence of central symmetry eliminates the hypo-
thesis that the registered radiation was trapped in a magnetic
Inhomogeneity propagating at the velocity of the solar wind. Actu-
ally, if the spatlal distribution of the radiation trapped by a
magnetic Inhomogeneity were steady-state, the particle fluxes in
opposite directions would have been the same. Another feature of
the registered flux is that the shape of the spectrum is retalned

16S

1975005635-166



ii
9 1/00 _00

I 300 300 6OO

zooi_?,_-_o_zoof
fO0 I00 _I

0 tO20 I

,0O,o

° ,o
-_o_ o !'

_ .,3o1 so
" _ZloL_,_ m i,

OfO?O 0 50 fO0 150 700 250 300 ;750 _00 7_0 ,,tO0 550

Xa_..ez'z'op,U._ oFoZe No,

Figure 9. Counting Rates Plotted Against Time Dur-
ing Measurement Episodes of 13 December 1966. Count-
ing rates in counts.sec -z are plotted against the
axis of ordinates and the times of the measurements
(Moscow Time) against the axis of abscissas, to-
gether with the ordinal numbers of the telemetry
interrogation cycles; the vertical lines Indlca_e
the times at which the detectors crossed the plane
of the ecliptic in the antlsolar direction.

in all directions in the plane perpendicular to the ecliptic.

Beginning at about the 150th cycle (13h 24m), the readings
of the sensors (Fig. 9) oriented perpendicular to the axis of rota-
tion begin to show th? effects of eclipsing of their apertures by
the moon. Then, starting with about the 400th cycle, the inten-
sity increased within l0 mAnutes, with an accompanying shift of /12____00
the anlsotropy maximum by _100 °. The ratio between the intensi-
ties of p..otons in the different energy ranges did not change.

Figure ll presents data from a neutron )nitor (Deep River),

measurements of protons with Ep > 7.5 MeV from the Pioneer 6 and
Pioneer 7 satellites [16] (the relative positions of the Pioneer 6,
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Pioneer 7, and Luna 12 satellites relatlve to
' the earth are indicated in the top corner of a

the figure), the K index, and certain char-
P

acteristlcs of the flares that occurred dur-
ing the period in question. These data show
that the episode of 13 December 1966 was sim-
ultaneous wlth_the small Forbush decrease
that preceded the larger one. The decrease
was accompanied by registration of a mag-
netic storm on the earth. A 12% Forbush de- /121
crease was also registered on Pioneer 7. It _
is reported in [16] that the Forbush decrease
of 13-17 December 1966 was due to the shock
waves from the flares of 9 or i0 December.
The flares registered on Ii and 12 December I.
were very weak (code I), and not a single

optical flare was registered during the i0 Figure .i0. Angu-
hours before the event, lar Distribution

of Radiation in
•Thus, the.event of 13 December was char- the Plane Per-

acterized by: pendicular to
the Plane of the

i) the .absence of any significant solar Ecliptic.
flare immediately preceding it, one in which
the observed proton flux could have been gene-
rated;

2) radiation composed of a proton flux with energies from 0.5
to l0 MeV. No flux of electrons with energies above 30 keV was
detectedwlthln the limits of experimental error (i.e., it did not
exceed 20% of the proton flux);

3) coincidence of the proton burst with the beginning of a
Forbush decrease and magnetic storm;

4) the presence of a strong flux anlsotropy;

5) sharp variations of the direction of the anlsotropy;

6) rapid variations of the radiation intensity (through a
factor of 3 in _i0 min);

7) no change in the shape of the 0.8-10-MeV proton spectrum
on an increase in intensity, i.e., the absence of scatter in the
arrival times of protons with different energies; this indicates
that the intensity increase was due to passage of the satellite
throug_ a long-llved "corotating" particle flux;

8) the anguiar distribution was studied in the plane perpen-
dicular to the ecliptic and was found to be_nonsymmetrical with
respect to the latter; the absence of central symmetry excludes
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Figure ii. Results of Proton-Flux Measurements on
Pioneer 6 and l:'ioneer 7 Space Vehicles from 9 through
22 December 1966. The figure shows the time variation
of the following proton fluxes: top: with energies
of 7.5-45 MeV due to Forbush decrease (according to
Pioneer 7 data); middle: of galactic origin with

energies En > 7.5 MeV [1) Pioneer (5d_ta; 2) Pioneer

7 data]. The readiags of the Deep River neutron monl-

_or and the Kp index appear at the bottom. The ver-
tical llne marks the time of the Luna 12 measurement

episode.
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the trapped-radiatio, a hypothesls;

9) the shape t_f the spectrum was found to be the same in all _'

directions• We n:_t e that on the basis of the proton flux intensity, i
this event corref_ponds to the strongest of the flares studied in[14].

Sun
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Figure 12. Detector _eadings in Measurement Episode
of 6 January 1967. The vertical lines mark the
times at which the counters crossed the plane of
the ecliptic _n the antlsolar direction; the diagram
in the upper right corner indicates the position of
the satellite on Its orbit during the episode (Mos-
cow Time ).

A weaker event having much in common with the previously de-
scribed event of 13 December 1966 was observed on 6 January 1967.
In the measurement episodes of 5 January, the ccuting rates of
the SBT counters were constant at 20% above the b_ _kground value.
The rates of the other counters corresponded to the cosmic-ray
background. During the first measurement episode of 6 January,
from 9h 17m through 9h 57m Moscow Time, a small (_3 p_rtlcles'cm -_

x sec-*._r'*) flux of protons with Ep > 1•6 MeV, modulated by the _
rotation of the satellite, was reported The orientation of the
spin axis on 6 January had changed little f_om the position of
13 December 1966. The anisotropy maximum shifte_ throughout the
episode, and the angle ¢ between this maximum and the direction
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B on the plane of the satellite's orbit was clc _sest to the satel-
lite-sun line and varied from 40 to 90°. In th_ _ second measure-
ment episode of 6 January, from 12h 02m to 12h 35"m (Fig. 12), the "

intensity of protons with Ep _ 1.6 MeV was higher by a factor of
6, and the angle ¢ was now 260 ° . The "off-scale" r _ading of the
SBT counters at the beginning of the episode was due to the regis-
tration of solar x-radiation on the sunlit part of t.he orbit. In
this episode, as on 13 December, electrons were not pr ssent in the
registered radiation. "

Solar and geophysical data for 5-11 January indicate that the
event of 6 January was also characterized by the absence c 'f strong
solar flares during the preceding 15 hour_; not a single o_ tical
flare of code I or higher was observed during the four hour_' be-
fore the event As on 13 December, the event of 6 January wa s _

followed by a Forbush decrease and a geomagnetic disturbance.

The above features of the events of 13 December and 6 Janu-" "
ary can be explained by the satellite's passage through a rotati,._g _
magnetized plasma, _nich caused the Forbush decrease and was popu-" /_
lated by protons. The magnetic-field d_rection along which the
protons propagate preferentially is subject _o sharp variations.
The protons are not trapped in this region. They either arrive
directly from the sun or are accelerated within the region or on
its boundaries.

Detection of Fluxes of Electrons with Energies E > 3J keY Asso-
ciated with Solar Activity e ?

It is known that solar flares that generate proton fluxes are _,
accompanied by strong bursts of x-ray and radio emission. By its
nature, thi_ radiation is bremsst_h!ung or synchrotron radiation "

• - i0 keY. It i_ therefore reasonable
of elect _,-.:_-_th energies Ee

to expe,: _';_ration of strong electron fluxes together with the ,'
protons at t_e orbit of the earth. However, they had not been ob-
served in eartl_-satellite measurements made beyond the magneto-
sphere prior to 1965. This led to the notion that the electrons '/
lose all of their energy to radiation and remain in the neighbor- _
hooa of the sun.

In 1965, the Mariner 4 spaceprobe detected raciation that was

interpreted as electrons with E e > 45 keV [17]. The flux intensi-
ties in the three registered cases wore _80, 58, and 5 cm-_'sec -*"
•sr -i respectively The identification as electron radiation was, •

based on comparisons between the readings of _wo different detec-

tors: an end-window counter sensitive to electrons with Ee > 45

keV and protons with Ep > 670 keY and a semiconductor detector _

sensitive to protons with Ep > 45 MeV and insensitive to electrons. _
Electrons of solar criginwere also detected by Anaerson and Lin

t
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Figure 13. Ezamples of Sudden Increase in Electron Flux in Nesu •
Moon Space. 21h 02m - 21h 01m, 21h 16m-21h 20m -- 1 September
1966; 10h 37m - 10h 41m- 8 September 1966.

[18] in IMP-3 data obtained from a combination of an end-window
counter with a scattering foil and a similar counter without the /124
scab_erer. Analysis of the readings from these detectors made it

possible to estimate the electron f±uxes at E e > 30 keV.

The magnetically filtered end-window counter= in the instru-
ment packages on Luna ll and Luna 12 wez_ the first to provid_

reliable regiscratlon of electrons with energies E e > 30 keV

against the background of a strong low-energy-proton flux. Like
the protons, the electrons were registered for a long time after
the flare of 28 ,Lugust (see Fig. 4).
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Figure 14. Communications Episode of 8 September 1966,
During which a Long-Lived Flux of Electrons with E >e
> 40 keV was Registered in Near-Moon Space.

Let us consider two cases in which the electron flux greatly
exceeded the proton flux [2]. The scintillation counter and

counters Nos. l, 2, and 3 registered soft radiation (protons with

Ep _ 1-2 MeV) at a level several times the cosmlc-ray background

up to time Ti in a episode that began at 2h 01m on 1 September
(Fig. 13). The sharp increases in the counting rates of counters
Nos. ! and 2, which were repeated with a"period of 122 sec (as
indicated by the arrows in Fig. 13), were caused by registration
of solar x-radlatlon. Because of its high threshold, the scin-
tillation counter could not register this radiation. At ti.a Ti,
the Nos. 1 and 3 3BT-9 counters (with unmagnetlzed ferrltes) and
scintillation counter threshold I registered a sharp Ine'-_s_ in
counting rate. Considering the time constants of the In_enslm-
eters, it can be affirmed that the intensity buildup time did not
exceed l0 sec. The rate increase was obviously due to electrons

with energies Ee > 30 keV. The electron flux intensity was 1700

partlcles/cm='sec'sr. In a measurement episode held 16 minutes
later, the electron flux intensity had dropped by a factor of
5-7. Thus, the electron burst lasted no longer than 16 min. On
the right in the same figure, we have yet another example of a
short-term (_25 _ec) electron burst of 8 September 1966.
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It should be noted that the phenomenon was observed when the
Luna ii was on the dark side of the moon and not directly exposed
to the sun, so that the posslbll_tv _f registration of electromag-
netic radiation from the sun is excluded. A 20-mlnute measurement

episode durln_ which the sate]]!tp was in th_ sh_dnw nr *h_ .....n
occurred 2.5 hours later. During these 20 minutes, the first- and
second-threshold counting rates of the scintillation counter and
the rates of counters Nos. 1 and 2 varied periodically and in
phase, with the period of the variation coinciding with the period
of rotation of Luna II on its axls (Fig. 14). The intensity modu-
lation was due to partial blockage of the counter solid angles by
the moon. At the maximum, the registered flJx intensities of
electrons with E _ 30 keV were on the order of 800 cm-2-sec -l-
.sr_i. e

The features of the first two of the ekectron-reslstratlon
instances considered above to which we wlsh to draw attention

are as follows: I) the rapid increase in the electron flux (dur-
ing i0 sec) at a nearly constant proton flux; 2) the simultan-

eous change in the fluxes of electrons wlth energies E e > 30 and

Ee > 60 keV (scintillation counter threshold I).

Two models can be proFosed to explain these features:

I. A certain source, the distance to which is no greater than
5 " 105 km, so that the velocity scatter does not result In an
arrival-tlme scatter exceeding i0 sec, begins to emit electrons
of different energies simultaneously. The magnetosphere might be
such a source.

During the episodes of i Septe1_er, we were able to register
electrons moving in the tail of the earth's magnetosphere, i.e.,
the sun-earth-moon engle was near 180 ° . In the 8 September epi-
sode, on the other hand, this angle was 90 ° , so that electrons
propagating along lines of the geomagnetic field were unable to
reach the vicinity of the moon. These sudden increases in the
electron fluxes are in many respects similar to the electron
bursts that Anderson observed on the sunlit side of the magneto-
sphere In front of the standing wave [19]. The bursts of elec- /125
trons wlth E > 45 keV that are reported in the present papere
lasted no more than a few minutes, and their intensities reached
3 • i0 _ cm-2"sec -l'sr-l. In the opinion of the authors of thls
paper, the electrons originated in the region of the standing
shock wave and propagated away from it along lines of force of
the interplanetary field. The nature of this phencmenon has not
been adequately studied.

2. The electron fluxes persisted for a considerable length
of time. On the other hand, the rapid buildup and decline of
the flux wel due to Its direct localization in a certain magnet-
ic structur_ In motion at the velocity of the solar wind, which
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accounts for the rapid and simultaneous variations in the count-

ing rate for electrons with Ee > 30 and E e > 60 keV. The dlmen-

sicks of the e!ectron-locallzatlon region can be estimated at l0 _-
105 km from its direction of motion.

CONCLUSION

Luna i0, Ii, and 12 studies of corpuscular radlation substan-
tially exp_nded our knowledge of the physical properties of the
space a_ ._ the moon and the solar cosmic rays, and of the influ-
ence c_ the moon on the propagation of charged-partlcle fluxes. It
has been shown that the moon has no magnetosphere and no trapped
charged particles; the intrinsic radioactivity of the moon is low-
level, and the radiation environment in its vicinity is determined
basical]y by the flux of galactic and solar cosmic rays. On pass-
age of the moon through the region of the "tail" of the earth's
magnetosphere, fluxes of low-energy particles were registered, indi-

cating the existence of this "tail" out to distances of 60R e. In-

vestigation of the vertical variation o£ cosmic-ray intensity at
the surface of the moon made it possible to determine the albedo
of its surface for penetrating radiation." The intensities of the /126
proton and electron fluxes from solar flares, their angular dis-
tributions, and the effects of the moon on the fluxes of low-
energy particles were measured. New data were obtained on the
composition and properties of the low-energy proton fluxes ac-
companying Forbush decreases. Strong fluxes of >3C keV electrons
associated with the flare activity of the sun were detected.

Research on near-moon space has been continued, both on Soviet
ALS (Luna 14) and on American vehicles (Explorer 35).
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N75 1371

LOW-ENERGY PROTONS OF SOLAR ORIGIN AND IR_STIGATION OF

THE INTERPLANETARYMEDIUM

(Translationof "Protony malykh energ_y solnechnogoproiskhozhdeniya

i issledo_niye mezhplanetnoy sredy.")

V. N. Lutsenko and N. F. Pisarenko

ABSTRACT

A review of experimental data on low-energy solar protons is
presented. A phenomenological classification of the fluxes
of these particles is suggested. Contemporary model concep-
tions of the propagation cf low-energy proton fluxes are ex o-
amlned, along with information that has been obtained on the
properties of the interplanetar:" medium from study o£ solar-
proton fluxes. With 4 tables, 19 illustrations, and 50 source
citations.
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LOW-ENERGY PROTONS OF SOLAR ORIGIN AND INVESTIGATION /12_._.77
OF THE INTERPLANETARY MEDIUM

V.N. Lutsenko and N.F. £1sarenko

The study of solar cosmic rays is, among others, an important
source of information on the interplanetary medium. Fluxes of
charged particles accelerated at the sun during chromospheric •
flares come under the influence of the interplanetary magnetic
fields as they propagate in interplanetary space. Thus, the var-
ious characteristics of the solar cosmic rays bear the imprint
both of the p_yslcal processes taking place in the flares and of
the processe_ in the interplanetary medium.

Historically, the study of solar cosmic rays began with the
highest-energy particles (1CO-1000 MeV), which _n be measured at
the surface of the earth and in the stratosphere. A review of
data pertaining to this hlgh-energy part of the solar cosmic-ray
spectrum will be found in [1-4]. Measurements within the earth's
magnetosphere have yielded no substantial i_formatlon on lower-
energy solar cosmic rays. At the same time, protons with E < l0
MeV should carry most of the. energy of charged particles accele-
rated at the sun (95-99.7% of the energy of protons with E > 0.5
MeV Is contained in the interval of the energy spectrum from 0.5
to l0 MeV). Interest in low-energy solar cosmic rays also arises
out of the fact that because of their small Larmor radii, these
particles are sensitive to structural details of the interplane-
tary field with scales of 10_-105 km. Study of the partlcle-flux
characteristics as functions of time also yields important infor-
mation on the large-scale configuration of the magnetic field,
especially in the region near the sun, which is not yet accessible
to direct investigatlcn with spaceprobes.

The possibility of direct study of low-energy solar cosmic
rays made its appearance comparatively recently with the launching
of artificial earth satellites (AES) and spaceprobes (SP) to be-
yond the limits of the earth's magnetosphere. Previously, most
of our information on low-energy solar rays had been obtained by
indirect methods, from geophysical ef£ects that appear in associa-
tion with the incursion of the strongest solar-partlcle fluxes
into the magnetosphere. Investigation of the x-ray and radio
emission of solar flares indicated that strong fluxes of electrons

with energies from l0 to 100 keV are generated in the atmosphere
of the sun. Although the energy losses of these electrons to
radiation are very large, we should expect at least some of them
to escape into interplanetary space and, consequently, be subject
to registration in the neighborhood of the earth. Indirect methods _
yielded rough e_timates of the energies and intensities of the
low-energy solar cosmic rays. But it is obvious that the possi-
bilities of indirect methods are limited. They are capable of
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registering only the strongest events and do not yield sufficiently
accurate information on the composition, energy spectra, and mode
of propagation of the solar cosmic rays in space.

Systematic study of the solar cosmic rays outside of the
earth's magnetosphere was begun in 1963-1964. The greatest inter-
est attaches to the experiment carried out on AES and SP (IMP-l,
IMP-3), Mariner 4, Zond 3, Venus 2, Venus 4, Pioneer 6, Pioneer
7, Explorer 33, Explorer 35, Luna ii, and Luna 12. These experi-
ments showed that near-earth space is occupied during much of the /128
tim_ by streams of low-energy solar protons and electeons. Thus,
Fan et al. [5] report that even in a year near the solar activity
minimum, protons with E > 0.6 MeV exceed the background level dur-
ing 40 to 80% of the time. There is an extremely wide variety of
phenomena associated with low-energy solar cosmic rays.

In the present survey, we shall confine ourselves to the
solar cosmlc-ray proton component in the energy range from 0.5 _
to _10 MeV. These limits are quite arbitrary, and are dictated
chiefly by the properties of the measurement method used.

As for low-energy electrons (E > 30 keV), there are far fewer
reliable measurements outside of the magnetosphere than in the
case of protons. This is due in part to the methodological dif-
flculties that arise in registration of electrons against the
background of a strong proton flux with the comparatively simple
apparatus that was used [6]. Use of magnetic-analysis methods
is highly promising in this respect [7].

Low-energy proton fluxes can be classified phenomenological-
ly into three basic categories on the basis of their relation
with various forms of solar activity.

1. A certain minimal background proton flux, which is ob-
served during periods of low solar activity (for example, in the
absence of active regions on the sun's visible disk). This back-
ground varies slowly with the general level of solar activity. It
remains constant for about a year around the solar activity mini-
mum.

2. Proton bursts followlngdirectly after solar, flares.
These bursts are characterized by a rapid intensity buildup and
an exponential decrease with a time constant of _l day.

3. Bursts of low-energy protons lasting from 6 hours to 2
days, for which there is no generating flare or the time inter-
val from flare to burst exceeds 0.5 day. These bursts are due
to passage through certain regions of the interplanetary magnet-
ic field in which long-lived proton fluxes have been localized.

The analysis of experimental data to be given below (in ac-
cordance with the above classification of the fluxes) pertains
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basically to 1964-1967, a period of minimal and rising solar activ-
ity. It may be found that the properties and relationships observed
during these years are not altogether applicable at other times
during the solar cycle.

The broad range of problems associated with the generation
of cosmic rays oh the sun is beyond the scope of the present re-
view and is therefore not treated.

The Background of Low-Energy Protons

Experiments performed during 1964-1967 on spaceprobes out-
side of the earth's magnetosphere showed that a certain background
flux of low-energy protons and alpha particles exists during per-
lods of low solar activity and varies slowly with time. After
increases associated with the passage of active regions across
the sun's disk, the flux reverts to the background value, which
remains practically constant for several mc_ths. In 1966, the _

background flux level prevailed during 20% of the time. i

Figure 1 shows the differential spe=trum of the background
protons and alpha particles for the period around t,e solar ac-
tlvity minimum [8]. At energies E _ 30 MeV/nucleon, the back-
ground spectrum merges into the familiar galactic cosmic ray spec-
trum. A characteristic feature of the spectrum is the "knee" in
the range of 10-100 MeV/nucleon, with a large negative slope at
lower energies.

Tables 1 and 2 present the results of direct measurements /129 :

of the intensity, spectrum, and heliocentric radial _radient of
the background around the solar-activity minimum and during its
increase. We note that these data are not distinguished by high
accuracy and do not always agree with one another. This results _
from the major methodological difficulties encountered in meesur-
_ng such small fluxes against the background of the much larger
flux of penetrating galactic cosmic rays. Fan et al. [5] stressed
t]_at it was possible to measure the background only by virtue of _.
the use of large-area detectors surrounded by antlcoincldence
shielding. .,

One of the fundamental questions that arise in study of the

low-energy cosmic-ray background is the question as to Its origin.
Are these protons and helium nuclei emitted by the sun, or do they
come from interstellar space llke the hlgh-energy co_mlc rays?
It would appear that this question could be answered by study of
the effects of solar activit3 ' and solar modulation on the inten-
sity of the background. If the background is galactic in nature,
it should have intensity maxima during solar-actlvity minima and i
vice versa. If _t is of solar origin, its intensity should vary

like the mean level of solar activity. The m_asurements of Simp- /13____O0 i
son's group _8] indicated that the helium-nucleus intensity rose
in the per_.odt from 1964 to 1965 and fell from 1965 through 1966
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Figure I. Differential Spectra of Background Protons
and Helium Nuclei Around the 1965 Solar Activity Mini-
mum.

in mach the same way as that of hlgh-energy galactic cosmic rays.
An intensity increase was observed for protons from 1964 through
1966 (see Table 1).

Measurements o_ the heliocentric radial gradient (see Table
2) and the anlsotropy of the background flux have a direct bear-
Ing on the origin of the background. In 1965, according to Ill-.
13], the radial gradient of protons with E - 1-5 MeV was positive,
i.e., i, tensity increased with distance from the sun. _o direct
measurements of _he radial gradient were made in 1966, but the
angular distribution of the flux was investigated for the first
time. It was found that the background-proton flux has, a nearly
isotropic angular di&tribution. In 1966, the anisotropy maximum
was nearly aligned _r_ n the #irection away from the sun and Its
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TABLE 2. RADIAL LOW-ENERGY-PROTON GR'iDIENT

Time of Distance Radial

Energy ' gradient Source •Space from Earth's MeVMeasure- Vehicle
ment Orb it, a.u. % per a.u.

1965 Mariner 4 +0.56 0.5-11 570 [ll]

1965 Mariner 4 +0.56 1-15 500 [12]

1965- Zond 3- -0.13+0.27 1-5 1300 [13]
1966 Venus 2

1965 Zond 3- -0.13+0.1 1-5 229 [13]
Venus 2

maximum was _8% for E = 0.6-13 MeV (August. 1966) [5] and 0.18%
for E = 7.5=45 MeV (December 1965-November 1966) [14]. Accord-

P
ing to Rao et al. [14], this indicates that the radial gracte",t
was negative in 1966, and that the sign change of the gradi_.
took place somewhere in the range from l0 to 100 MeV. The ag&re- /1S1
gate of experimental data on the time variati n of intensity and
oN the radial background gradient can De explained by assuming
that the background was of galactic nature in 1954-1965 and the
increase in proton flux in 1966 and the sign change of the grad-
ient were due to solar protons that appeared as a result of the
sharply increased flare activity oi' the sun. The helium-nucleus
background was basically Df galactic origin throughout the entire
1964-1966 period, since the relative content of helium nuclei in
solar cosmic rays is much lower than it is in the galactic rays.
We note that S.N. Vernov et al. [13] proposed a different explana-
tion for the positive gradient of 1965. According to thei; hypo-
thesis, solar protons, moving along a regular interplanetary mag-
netic field, accumulate in a region beyond the orbit of Mars,
where the field becomes turbulent, and crea_e a positive gradient
during the solar activity minimum. In this explanation, the tur-
bulent region must be credited with the ability to hold protons
for time intervals longer than one year.

We should note that the question as to the nature of the low-
energy proton background i_ of great fundamental importance. Thus,
if it is assumed that the part of the spectrum in Fig. 1 below
30 MeV is of galactic nature, the spectrum can be eztended beyond
the limits of the solar system by a__ '_g the theory of Isotrop-

ic solar modulution [15] to it. Th_ _',lated spectrum increases
so steeply with decreasing energy �re_',i_esa review of
the hitherto accepted value (_i _' cosmic-ray energy "
density in interplanetary spac _ _ociated question as to
the stability of the galactic magneti_ Id [12_. Apparao [16]
suggested that this difficulty be eli_ ,ated by means of an aniso-
tropic-modulation hypothesis. On the chef hand, ther_ is reason
to assume that the Larmor radfus of the particles in this energy
range is much smaller than bhe .:_agnet$ci,,_omogeneities in the
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modulation region, so that these-partlcles can reach the inner
_olar system unimpeded by moving s!ong the lines of force _f th_
interplanetary magnetic field. Another possibility is that the :
proton background is due at least In part to decay of sola,- neu-
trons [SJ.

It must be stressed in conclusion that the early experimental
data now available are not sufficient for final resolution of the
question as to the origin and nature of the background. This will
require further rese&fch on the intensity, composition, anisot_'opy, ._
radial gradient, and other c_oracteristlcs over longer periods of 9time and in a wider interval of distances from the sun.

|
Proton Bursts from Solar Flares ,.

Strongly time-dependent structures are usually superi_zposed _
on the slowly varying " _ckground of low-energy protons: bursts
following directly after solar flares (after a time on _he order •
of the time of flight from the sun) and rapid flux w riations as-
soclated with pa_age of the SP through quasis_tionary fluxes
localized in magnetic regions. Under this heading, we shall ex-
amine evenSs of the first type. Flare 0ursts of lo_-el_ergy pro-
tons are, at the moment, the most thoroughly studied phenomenon

tfor the low-energy solar co_mlc rays, since the effec*s are large
and easily registered by comparatively simple appa abus.

Some information on low-energy flare protons haJ been obtained
by indirect methodo: from measurements of the absorption of cosmic
radio noise in the polar caps [17, 1C] and in exp_,rimonts on tic

t

scattering of radlc, waves in the ionosphere [19]. These measure-
ments have been made continuously over _everal years, and tni2 ac-
counts for their value.

Direct observations of solar-flare protons in the energy /13__2
range from 0.2 to l0 MeV were begun in 1960 with the rocket ex-
periments of Ogilvle et al. [20] over Fort Churchill. The fi'st
measurements of low-ene_'gy protons beyond the magnetosphere were
carried uut by Bryant et al. [21] on the Explorer 12 satellite in
1961. A stream of protons with E > 3 MeV fror _ne flare of 28
September 1961 was observed in "base eXperiments; the flux reached

- i0m cm-Z.sec-_.sr -I. Considerable flux anisotropy was obserw_
during the intensity rise. A r_.vlew of several pre_1966 studies
of low-energy solar-flare protcn_ will be found in the book by
L.I. Dorman and L.LMiroshnichenko [3]. Among these, those of

greatest Interest _re the extended-term measurement_ made on Zond •
_, Venus 2 and 3 [9], M_rlner 2 [22], and Mariner 4 [i13 in i964- _
1965. For the first time, the solar cosmlc rays were studied
simulta**eo_,_i_!from several SP at distances In the millions of
kilometers,

In 1966-1967, improved instruments c_rrled on a number of
spaceprobes made it possible to acquire a large amount of new
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Figure 2. Intensity Distribu- Fibre 3. Maximum Fluxes of Pro-
tlon of Flare Bursts of Pro- tons with E - 7.5-45 MeV and
tons with E : 7.5-45 MeV. the'Longltudes of the Correspond-

ing Flares According to Pioneer
6 and 7 Data.

information on the frequency
of occurrence, spectra, and
angular and spatial distributions of protons from solar flares.
These measurements, along with investigation of the interplanetary
magnetic field and plasma, led to the appearance of qualitatively
new model conceptions of the generation and propagation of solar
cosmic rays.

Ac3ording to McCracken et al. [23], 80% of code 3 and 2B
flares during the _3riod of rising solar activity in 1966 gene-
rated fl_xes of protons in the range from _.5 to 45 MeV. Figure
2 shows _he intensity distribution of the flare bursts for 29

investigated events. The smallest flux registered by the instru-
ments in this study was 10-_ cm-m'sec-l.sr -'. The number of
events increases a_ their intensity diminishes. It appears that
a further increase in the sensitivity of the instrumefits would
make it possible to register a larger number of even weaker events.
These data can be regarded as indicating that no unusual condi-
tions are required for generation of low-energy protons: it can
evldently occur in the majority of flares.

Figure 3 [28] illustrates the well-_lown predominance of ef-
fects from flares on the western part of the sun's disk. Most of
the registered events are due to western flares. F'_ure 3 also
shows that the strongest proton fluxes are observed when the flare

, occurs in the longitude range from 0 to 50°W.
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TABLE 3

I -Energy, Meg Time of Flight Rise Time Calculated Time
[5], mln [5], rain of Flight, rain

q

O. 6-13 ' 152"'215 70-300 [ 600-270

• 13-70 35-119 20-48 J 25-60

•///0 _. "_"_,,,.__

IN &r.. _ I
_a_ " °___ _ _ I

: _._., _ ..-":'!_,..V_ .vt - -"""._.__ I

e,n.

! o,o_
_et

: 0.0_1 ' , ,
: 16 Z$ JO ,Yl '| '

:_ Figure 4, Intensity-vs,-Time Curve of Pro-
' tons from Flare of 28 May 1967.

J

.. Examples of the time variation of proton intensity for cer-
taln flares appear in Figs. 4 and 5. In the simplest cases, the
time interval between the maximum of the solar radio and x-ray

! burst and the appeara_:ce of the first protons is of the same order
as the time of flight from the sun to the spacecraft. Then the
intensity Increases rapidly to its maximum. The rise time is deter-

/

:, mined both by the time for which protons are emitted from the
source and by the dispersion of the arrival times, which is gov-
erned by the limited width of the registered proton-veloclty range.
We note that selection of the electromagnetlc-radlation burst as a

time orig._n is somewhat arbitrary. Table 3 gives the character-
_:. istic arrlvel and buildup times for proton fluxes that have been

C P"
_ observed for the energy ranges 0.6-13 MeV and 13-70 MeV [5]. It
_, also gives *.beoretical times of flight along lines of force of

i the Interp _ ._etary field from the outer corona to the observationpoint. Con_Iderlng the great width of the energy ranges, the exist-

to the time of and the cccaslonal In-Ing uncert _inty as emission,
accuracie in identification of the flare, the agreement between _ :
the experlm_ntal and calculated times must be considered good.

The ¢._cre_se in the flux is us,_ally slower than the increase. _ *

For large sol._._ary flares and Ep _ l0 MeV, the exponential law _

! (t)- J,c-",,wit,_ _0 = 0.5-1.5 day is followed closely. Thus, for _i _
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Figure 5. Intenslty-vs.-Time Figure 6. Differential Spectrum
Curve of Protons with E > 7.5 of Protons from Flare of 20

MeV from Flare of 2 September March 1966 According to Pioneer
1966. 6 Data.

the event of 2 September 1966 (see Fig. 5), an exponential de-
crease is observed through 9.2T0 (To was equal to 18.1 hours). /13___4
The intensity decrease is sometimes more complex in nature for
lower energies.

The intensity rise has been observed to be very slow fo2
certain flares (_10 hours) [23]. In these cases, identification
of the corresponding flare was difficult, and the flares them-
selves had a tendency to be located on the eastern part of the
solar disk. Irregular intensity variations are often superimposed
on the time curve of the burst.

Reliable data on the flare-proton spectrum are available only

for Ep _> 3 MeV. According to McCracken et al. [23], the integral

spectrum has a power-law form in the 7.5-45 MeV range: l(E_>Eo)--nTM
with the exponent T = 3-4. Accordlng to Fan et al. [5], the dif-

• ferential spectrum also follows a power law with T = 5 in the S-
30-MeV range (Fig. 6).

It has been known since the measurements of Bryant et al. [21]
on the Explorer 12 satellite in 1961, that the flux of low-energ_v
protons is substantially anisotropic in the initial phase of a

flare. The first systematic investigation of the angular distri-
butions of the flux in the plane of the ecliptic were made on the

• Pioneer 6 and 7 spaceprobes. Proton intensities were measured in
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Figure 7. Angular Distributions of Proton Intensity in
the Plane of the Ecliptic with Averaging of Data over
34 Hours (a), 4 Hours (b), and I Hour (c) (Pioneer 6).
1-8) Sector numbers.

four [23] or eight [5, 24] angle sectors whose positlons were fixed
relative to the line to the sun. Figure 7 presents the correspond-
ing angular-distribution diagrams obtained by averaging the data
over several hours [5, 24]. The diagrams of Fig. 8 indicate the
time variation of the angular distributions. It is seen that the
flux is strongly anisotropic and that the direction of the maxi-

: mum changes rapidly (by up to 90° in ten minutez). It follows i
from the diagram with 10-minute averaging that the flux is con-

T cent_ated in a narrow angle range at any given point in time, and

i that the comparatively broad angular distributions in Fig. 7 are
, _ obtained as a result of time averaging of the rapid directional
" I variations. SimuItaneous measurements of the interplanetary mag-
* i netic field have shown that there is a strong correlation between

I the direction of the angular-distribution maximum and that of the

I
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Figure 8. Time Variation of Figure 9. Projections oi" l_g-
Angular Distributions. Left: netlc Field and An:Lsotropy of
hourly averages; right: ten- Protons with E = 7.5-45 MeV.
minute averages•

magnetic field [25, 26]. The correlation persists even on a strong
deviation of the field direction from the average, or, in other /136
words, the protons propagate preferentially along lines of force.
This is nicely illustrated by Fig. 9, which shows the projections
of the magnetic field and the proton anlsotropy onto the plane of
the ecliptic in successive time intervals [25]. Thus, the anlso-
tropy fluctuations are due to the bending and crossing of the In-
terplanetary-field tubes of force in which the protons propagate•
According to Pioneer 6 and 7 measurements, these tubes have typical
diameters of (0.5-4) • l0i km.

The manner in which the anlsotropy varies is also illustrated
by Fig. 10, which shows the time variation of intensity in quad-
rants oriented toward the sun and in the antlsolar direction. For
certain events, a strong anlsotropy was observed for 48 hours.

A so-called equilibrium anisotropy of 5-10% is usually estab-
lished during the _tage of declining intensity, with the maximum on
the sun-spacecraft llne irrespective of the magnetlc-fleld dlrec-
tion [23].

Let us now consider the spatial distribution of the low-energy
proton flux from a solar flare. The most direct method of study-
ing the spaclal distribution and, in particular, the distribution
in the heliocentric-longitude direction, consists in simultaneous
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Figure i0. Time Variation of Intensity of
7.5-45-MeV Protons in Quadrants Oriented
Toward the Sun and in the Antisolar Direc-
tion for the Event of 24 March 1966.

measurements made from two or more st _w_'
spaceprobes separated from one O I _ __

- another by large distances. Figure m x
ii shows the results of simul_an- A
eous measurements of protons with _" _rT .6
E = 7.5-45 MeV on the Pioneer 6
and 7 spaceprobes [23]. The I

sketch at the top of the figure _ v

indicates the relative positions _ I

of the spaceprobes and the sun.
An active sunspot group had meet7

crossed the western limb of the _ I

' sun (for Pioneer 7) on 27 Septem- "/°'I
bet 1966, and a flare in this
group was apparently responsible
for the flare burst observed on u z_ ' zo ' _ ' Jo '
Pioneer 7 on 27 September. At the Se_eJx_1_ .

same time, this flare occurred
35° west of the central solar Figure Ii. Simultaneous Meas-urements of 7.5-45-MeV Pro-
meridian for Pioneer 6 and, con- ton Intensities from the
sequently, this vehicle was posi-
tioned more favorably for regis- Flare of 29 September 1966,as Made Aboard Pioneer 6 and

i tration of solar protons than 7. The relative posl_ions of
Pioneer 7. The flux registered
on Pioneer 6 on 30 September the spacecraft and the active

sunspot group on 29 September
i could have been generated in this 1966 are indicated at the
i flare (the beginning of the flare

i was not registered owing t_,,loss top.

of communication). With this in-
terpretaticn of the measurements,

I 187

...... " ............................... /7.
1'

1975005635-190



an azimuthal flux gradient of more than two orders of magnitude
must have existed for a long time at 60 ° of heliocentric longitude.
We draw attention to the distinctly exponential character of .the
proton-lntenslty decrease [23]. A burst of protons with E > 1 MeV
that was registered on the 228th day of 1965 on IMP-3 from a flare
at longitude 75° W with respect to IMP-3 may serve as an example
of a large azimuthal gradient for lower-energy protons. At the
same time, Mariner 4, which was situated 40 ° to the east of IMP-3,
detected no increase at all [27]. The azimuthal gradient becomes
steeper at higher energies. Thus, Fan et al. [5] observed a dis-
crete burst of protons with E = 13-T0 MeV about 70 _nutes after
a flare at longitude 90 ° W. Statistical analysis of the flux In-
tensity as a function of flare longitude yields an indirect esti-
mate of the azimuthal gradient (see, for example, Fig. 3).

Experimental data on the low-energy proton fluxes beyond the
earth's magnetosphere are available for specific flares in [28-31].

Proton Bursts Associated with Transits Through Spatlally Locallzed
Fluxes

In the preceding section, we discussed bursts of low-energy
protons that are registered directly after solar flares. Bursts
of another type, characterized either by the absence of a generat-
ing flare or by a lapse of 1-3 days, i.e., a time much longer than
the time of flight, between the flare and the arrival, of the par-
ticles, constitutes a no less common phenomenon. As a rule, the
appearance of these protons is accompanied by a Forbush decrease
in the intensity of the galactic cosmic radiation, and sometimes
by a geomagnetic storm of sudden onset.

Another important property of these bursts that is detected
in direct earth satellite and spaceprobe measurements is the ab-
sence of scatter of the arrival times for different energy ranges.
The time curves of intensity are almost the same for protons with
energies from 0.5 to l0 MeV. This permits the conclusion that we
are dealing with quasistatlonary particle fluxes localized in cer-
tain regions of disturbed solar plasma. Here the time variation
of the registered flux is due to passage of the spaceprobe through
such a region as the latter moves with the velocity of the solar
wind. The duration of the burst may range from a few hours to two
days. The magnetic field carried by such a region containing a
particle flux modulates the intensity of the galactic cosmic rays
(Forbush decrease), while the flux of disturbed plasma itself
gives rise to the geomagnetic Jlsturbances when it encounters
the earth's magnetosphere.

Bursts of this type can be divided into two groups in accord-
ance with their modes of" propagation and their duration.

) i. Bursts associated with shock waves propagating from strong /l_!_ :
solar flares. Following Bryant et al. [21], who were the first to
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investigate this phenomenon with satelllte_, the particles re-
sponsible for bursts of this kind were at one t_me often called

! "energetic storm particles" (ESP). The ESP burst was observed
,_ 1-3 days after a flare. ESP fluxes are often of hiTjher intensity :

than the bursts of low-energy protons that follow directly after
the flare, but have softer spectra [32]. Rao et al. [32] investi-

; gated 7 cases of ESP registered by instruments on Pioneer 6 and 7.
Tllese instruments could measure the intensity of protons with ener- J

! gies from 7.5 to 45 MeV with a time resolution of 7.5 min in 4
quadrants centered near the plane of the ecliptic.

,o /, t
10

0 _? • o8 " I_ ' lO ' lo ' ZO Zl ' Zt Z.v Z4o' ZJ ' 80 /

Figure 12. Time Variation of Figure 13. Time Variation of
Counting Rate for Protons with Countln_ Rate for Protons with
E _ 7.5-_5 MeV and E > 7.5 MeV E = 7.5-_5 MeV and E > 7.5 MeV
(Galactic Cosmic Rays) During (Galactic Cosmic Rays), During _i"
the Period from 17 to 21 Janu- the Period from 20 to 26 Sep-
ary 1966. tember 1966.

The time variation of proton intensity is illustrated in Figs.
12 and 13. Bursts of this type are of relatively short duration
(_6 hours), and the rise and fall times are of the same order,
unlike those of flare bursts. Highly interesting data were ob-
tained in this study on the anisotropy of the ESP. The de_ee of
the anisotropy increases rapidly at first and reaches a maximum
(_ to 60%) that is simultaneous with the particle-lntensity maxi-
mum. The anisotropy then decreases and steadies at the 5-10%
level observed before the burst. The authors of [32] call this
the "equilibrium" anisotropy. It is important to note that the
direction of the "equilibrium" anisotropy (the direction of maxi-
uum particle flux) coincides for much of the time with the sun-
spaceprobe line. The _isotropy direction during a _urst differs

from the equilibrium direction and is subject to sudden changes.
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: Figures 14 and,i5 present diagrams similar to Fig. 9, showing the
manner in which the magnitude and direction of the anisotropy
vary. The only physically preferred direction for protons is
that of the interplanetary magnetic field, and the presence of !
strong anlsotropy indicates that the protons propagate for the

i most part along the field. At times of the "equilibrium" anlso-
tropy, this relation between the directions of the anlsotropy and
the magnetic field breaks down. The triangles in Figs. 12, 13, 14
and 15 mark corresponding times. It is easily seen that the times

: of sharp variation in the anisotropy direction correspond to the
characteristic points on the curve of the cosmic-ray variations.
Rao et al. [32] report that the Forbush decrease accompanying the
ESP often has two steps. In certain cases, a bilateral anisotropy
has been observed after the minimum of the Forbush decrease has
been reached (see Fig. 13), with two oppositely directed maxima in
the angular distribution.

N.L. Grlgorov et al. [33] obtained important data on ESP for
the events of 13 December 1966 and 7 January 1967 from Luna 12
artificial lunar satellite measurements. The instruments on Luna '_
12 had higher time (6.75 sec) and angle (60° ) resolution than %hose
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on Pioneer 6 and 7 and could
measure electrons with E • 600 . toZ
50 keY and protons from 0.5 _oo "J
to i0 MeV (in several energy

range s ). _oo ..., ,.-

In contrast to [32], the _oo " " " --

angular distribution of the _ ,. oo_., . .. __,_
radiation was studied in a _Zoo - ° --_ - - ® -
plane perpendicular to the K . .- .. . -- m...

eb _ _ 0 _ O4_D _ WX ,

plane of the ecliptic and form- _ ,#o_._ ®0_._ -_.®
ing a 55° angle with the sun _ I'" 5"'--'-- --'_-%...
line. Figure 16 shows the a u- ' l-
measured results for a seg- _ .t ,

ment of the translunar orbit _,_o .z i
on which the detector fields ® °-

had not yet been blocked by too ..--- ._-a ° _
the moon. The maximum flux of - - -_- - .- _ , :9
protons with E > 4.5 MeV was 8o _" •"_ "-" ---

_ _°_nnnooCOm*oo_O • •etme_oO_2000 cm-2 sec-l st-*. The _ . :
results of Bukata et al. [34] ;0 . , , , , , I , A a • i . i I

for the period from 9 through z: :o Y: Im
22 December 1966 are cited in _J*osm10_ b _J_m.o.-
Fig. ii of the article by
Grigorov et al. (see the pres- Figure 16. Countlng-Rate Modula-
ent collection, p. 166); the tlon of Luna ]2 Artificial Lunar
vertical llne marks the pre- Satellite Sensors Due to Aniso-
viously mentioned time of the tropy of Proton Flux and Rota-
Luna 12 measurements. It is tion of the Vehicle. a) Counting

shown in [34] that the burst rates for three tDresholds of
is due in this case to the scintillation counter with Csl
shock wave arriving from one crystal; I) E • 8 MeV; 2) E • 1.6
of the 2B flares that occurred MeV; 3) E > 0.15 MeV; b) count-
on 9 and i0 December on the Ing rates of end-wlndow gas-dls- /14____0
eastern part of the sun's charge counters: I) SBT-9M with
disk. The basic conclusions deflecting magnet; 2) SBT-9 with-
to be drawn from the Luna 12 out magnet.
measurements are as follows:

i) the radiation (ESP) consists basically of protons with E
= 0.5-10 MeV;

!, 2) the flux is strongly anisotroplc (A _ 60%);

3) rapid variations of the intensity (through a factor of
three in l0 mln) and direction (through %100 ° in l0 rain) of the
anlsotropy are observed;

i 4) the proton spectrum does not change during the intensity
increase and is the same in all directions;

%

_ 5) the angular distribution has a single maximum, whence it
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fol].ows that the radiation has not been
am captured in a magnetic trap.

2. The second group of burstP
associated with transiting of lo_n.-

>./ lived particle streams propagati1:_; :
along spirally bent lines of force of _*

_ the interplanetary field from certainflares or active r_gions on the sun.

The most characteristic feature

w__ _// of these bursts, which distinguishesva_,__ them from bursts of the first group,
is the "rotation" effect that results i

__ from the long lifetimes of such streams. ,:S_multaneous measurements made at two _*

points in interplanetary space show a :_

Figure 17. Registration time shift At of the effect that is
of Long-Lived Flux Re- related to the velocity Vp of the solar
tating Together with wind, the inclination angle e of the
the Sun on Two Widely lines of force, and the distances AR
Separated Spaceprobes and AS (see Fig. 17) between the meas-
(1 and 2). urement points as follows:

At= Aa + RA_c_O (I)
_p

If the velocity Vp can be assumed constant, we have

tmn'O = RQ and At --aR-; -;;+ . (2)

Here _ is the angular velocity of the sun's rotation (_13 ° per day)
and R is distance from the sun.

The event of 8 July 1966, which is discussed in the papers of /141
Linet al. [35] and Svestka [36], is a good example of such a "re- --
tating" stream. A 2B flare with the heliographic coordinates 36°N,
48°W began at 0023 (Unversal Time) on 7 July 1966 and reached a i"
maximum at 0036. The region of the flare was somewhat to the east
and north of the beginning of the magnetic-field line of force that
passed through the earth. Particle-flux measurements were made
simultaneously on 3 earth satellites: Explorer 33, IMP-3, and
OGO-3, the first two of which were outside of the earth's magneto-
sphere.

The first particles (electrons with E > 45 keV) were regis-
tered at 0058 + 2. Low-energ_v (4-34-MeV) protons appeared at
0135. The exponential intensity decrease typical for flare bursts
was observed after the cc_:nting rate ha_ reached its maximum (Fig.
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§ zoO0__ Lived Stream of 7 July 1_66.

p

> 45 keV; 2) E > 0.5
i UOO i) E e _ P _

tOSS MeV; 3) Ep = 4-20 MeV; 4)

##O _" Ep..> 20 MeV. ::
#0 ' ' ' '

zo 18). An increase in the flux of
is protons with E > 0.5 MeV and elec-
,z trons with E > 45 keV began at :
• 1900 on 7 July. At the same time, ,,

the intensity of protons with E >
# , , , , > 20 MeV continued to fall. The

Y o # ,o increase in the flux of low-energy
Jul,/l_,6 partic] ' against the "tgil" of

Figure 18. Time Variation of the flare burst as a background
Proton Intensity for the Per- continued for about 30 hours. Lin
iod from 7-10 July 1966 (IMP- et al. [35] report the character-
3 and Explorer 33). a) Types istic structure of the stream:

)_>Epl_ " consist-of flares;EbP 20 MeV, a narrow strong "core,
IMP-3; c) MeV, Ex- ing basically of protons with E >

> 0.5 MeV and electrons with E >
_ " inplorer 33; d) Ep > 0.3 MeV, • 45 keV, and a broad "hslo,

which highe'.-ene:-_ (3-20 MeV)
Ee • 22 keY, Explorer 33; protons were also present. Tha

e) Ee >_ 45 keY, Explorer 33. authors noted that this structure
rotated together with the sun and _
that the origin of the correspond-

ing lines of force of the interplanetary magnetic field was in the k
_ vicinity of the flare. Figure 19 shows the s_hematic structure of

the stream and the spatial intensity variations for particles in ::
!.
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various erergy ranges.

We note that the Forbush decrease and the sudden-onset geo-
magnetic disturbance due to the shock wave from the 7 July flare
were observed after passage of the "halo" and "core," and were ob-
viously not directly related to these particle fluxes.

Svestka [36] proposes a somewhat di. ferent interpretation for
the event of 8 July 1966. Noting that +be 8 J_ly flux increase
coincided with the crossing of a boundary between sectors of the
interplanetary magnetic field, the author suggests that low-energy
solar protons and )lectrons were accumulated and held at the east-/

ern part of the boundary.

"Rotating" streams are often found to be se long-llved that
they are observed on several rotations of the sun as recurrent
events with a period of 27 days. Here th_ intensity of the bursts
varies over a broad range. As in the case of ESP, bursts of this
type are accompanied by modulation effects of the Forbusl]-decrease
type and sometimes by geomagnetic disturbances of sudden onset.
Several of these sequences of recurrent events were observed in
±965-1967; sor_e of them could be followed through nine rotations, •
of the sun [5, 27]. Some of the recurrent bursts coincided with
magnetic-sector boundaries. McCracken et al. [37] associate these
recurrent events with M regions on the sun and point to their
proximity to the 1964-1965 sector boundaries. It is also observed •
in this study that the magnetic field increased by .a factor of 4
in the initial phase of the Forbush decrease, returning later to
its original value. Since such a change in the field should be
expected on crossing the front of a shock wave, the authors propose
a model according to which a quasistationary shock wave rotating
with the sun exists at the boundary between regions with different
solar-wind velocities. A good argument in favor of this model is
found in the observation of a single shock-wave front from two
spaceprobes with the times of registration of the front shifted by
88 hours as compared to a theoretical time of (89 _ 2) hours [32]. _

Recurrent proton streams are characterized by comparatively
low intensity (_20 cm-2"sec-1"sr -l at E > 1 MeV) and steeply de-
clining spectra. For this reason, recurrent bursts are not al_ays
registered, especially with apparatus having a high energy thresh- /14__2
old. Thus, McCracken et al., who registered many ESP bursts, did
not observe any with E = 7.5-45 MeV that coincided with "rotating"
Forbush uecreases. However, such bursts were observed with equip-
ment having thresholds of 0.5-0.6 MeV [5, 27].

Certain Model Representations of the Propagat(on of Low-Energy
Solar Protons

/

There is at the present time no _odel that explains the en-
tire aggregate of phenomena associate_ with low-energy solar pro-
tons because the information available thus far has been inadequate.
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However, certain general concluslons pertaining tc the proton-
propagation mechanism can be drawn even from the presently avail-
able experimental data. Although it cannot be c}aimed that the
model representations to be examined below are sufficiently strong-
ly supported, they can be used as helpful working hypotheses.

The basic factor determining the manner of propagation of the
solar protons is the interplanetary magnetl field. The structure
of the interplanetary field during periods around a solar activity
minimum have been studied by direct spaceprobe measurements [38].
It is a well-known fact _hat extraction of the frozeh magnetic
field by the radial stream o£ solar plasma and the rntation of
the sun confer the form of Archimedean spirals on the lines of
force near the plane of the ecliptic. A whole spectrum of mag-
netic-field irregularities associated with the inconstant velocity
of the solar wind end other manifestations of solar activity is
superimposed on this organized structure.

In accordance with this structure of the interplanetary mag-
netic field, the motioa of a charged particle can be resolved into
a spiral motion along the mean direction of the lines of force and
scattering on magnetic inhomogene_ties.

Let us first consider the features of the motion in a regular
field. The intensity of the magnetic field drops off rapidly with
increasing distance from the sun. For example, the radial compo-
nent varies as R-2. This circumstance should result in strong col-
limation of the particles. In fact, it follows from conservation
of magnetic moment (first adiabatic invariant) that B/sln2_ = const,
where a is the angle between the particle velocity and the magnetic
field (the pitch angle). Therefore sin2e decreases by a factor of
_i0 _ on removal from the sun to the orbit of the earth, and _ << 1°.

The high degree of flux anlsotropy, with the maximum directed along
the lines of force, that is characteristic for solar low-energy
protons is quite consistent with the above argument.

The lines of forc_ of the interplanetary field can be repre-
sented as simple Archlmedean spirals only in the mean. We now
have convincing proofs of the existence of individual sharply de-
fined filamentary tubes of force at whose boundaries the magnetic
field and plasma characteristics undergo abrupt changes [39]. The
transverse dimensions of the filaments range from 0.5 • l0 b to
4 • 106 km. The filamentary structure is also manifested in the
time variation of proton intensity, with the boundary between
filaments having a thickness on the order of the proton Larmor
radius. The individual filaments can bend in curious fashion,

forming loops (see Fig. 9). On passage through such loop_, the
field direction changes simultaneously with the direction o£ the
anisotropy. This close relation of the particles to magnetic
tubes of force makes It possible to "trac_' the lines of force by
observation of the solar protons and to acquire information on
the magnetic-field structure far from the observation point. For
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example, the hypothesis has been advanced that the lines of force
of one sector of the interplanetary field merge smoothly somewhere
beyond the orbit of the earth with oppositely directed lines of
force of the adjacent sector. In this case, we might expect the
recurrent streams to have oppositely directed "twins" in the neigh-
boring sector. Since such "twins" have not yet been observed, the
hypothesis of smooth Joining of the force lines appears improbable
[38]. The filamentary structure of the interplanetary-field lines /14____4
of force is responsible for short-perlod fluctuations of the flux
of low-energ_v protons.

Motion of protons along lines of force of the average field
also readily explains such properties of the streams as their time
of arrival after flares, their high anisotropy and the direction of
the anisotropy, t e large longitudinal gradient of the flux, the
s*ronger effect from western flares, etc. However, the anisotropy
seldom approaches 100% despite the strong collimation. It is only
30-50% evcn during the buildup and maximum of a burst. This indi-

_ cates that there i_ a certain mechanism that tends to render the

" flux isotropic. Scattering of particles on magnetic inhomogeneities
is such a mechanism_ A particle is most efficiently scattered on

• inhomogeneities with dimension Z of the order of the Larmor radius i

PL" When _ << PL" the scattering angle is small, and when Z >> PL -

the particle moves around the inhomogeneity, following lines of
force.

The isotropic-diffusion model [3] is the slmplest model that
describes the propagation of particles in the presence of strong
scattering. It is assumed in this model that the inhomogeneities
are distributed spherically symmetrically in space and that the
particle flux is isotropized quite rapidly. In addition, the dis-

; tance from the source to the observation point must be consider-
- ably greater than the free path A for description of the time

variation of the total proton flux. Sometimes this model gives a
fair description of the time variation of the intensity of flare
protons with energies above i00 MeV. However, the isotropic-dif-
fusion model does not agree with experiment for the low-energy
protons. M_Cracken et al. [23] showed that in 1966, the free path
to large-angle scattering was often _i a.u. for 7.5-45-MeV protons, _.
i.e., one of the basic conditions for applicability of this model
was not satisfied. Nor does this model account for the strong
anisotropy during a burst. Other experimental data [5, 40] also
indicate that scattering in the space between 0.3 and 1.0 a.u. is
not a significant factor for low-energy protons. At the same time,
description of the later stage of the burst (the intensity decrease)
requires consideration of scattering on magnetic inhomogeneities
beyond the earth's orbit. Scattering results in the appearance
of an isotropic component of the flux and a gradual decrease in
the anisotropy. Study of the isotropic component or the part of
the flux directed toward the sun yields the most direct informa- o
tion on solar-proton diffusion. In the paper of McCracken cited
above, the free path obtained in precisely this way was A _ 1 a.u.,
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while application of the isotropic-diffusion theory to the total
flux in the initial stage of the burst yielded values of A _ 0.05
a.u.

The anisotropic-diffusion model, i_ which the diffusion coef-

ficient D is a tqnsor, gives a better approximation of reality. The
value of this coefficient Dj along the magnetic field is consider-

ably larger than the value Di in the perpendicular direction. For

practical purposes, diffusion is one-dimensional along lines of
force.

The exponential intensity decrease that is characteristic for
flare bursts is obtained in diffusion models by introducing particle _
leakage out of the diffusion region. Not only interplanetary space,
but also the solar corona, which contains disordered magnetic fields
(see below), can be treated as such regions.

The magnitude and direction of the "equilibrium" anisotropy
. _ observed at the l_ter stages of bursts can be obtained within the

_ framework of these models [23]. Diffusion equilibrium is estab-
lished some time after the beginning of the burst, when the solar

' protons have propagated to several astronomical units. It is mani-
fested in constancy of the ratio of the proton fluxes from and to
the sun. Since the radial proton density gradient is directed to-
ward the sun, the proton flux due to diffusion is directed along /145
lines of force away from the sun. The motion of the magnetic
field frozen into the solar wind causes the protons to drift [41]
at a velocity

Vdgft _

The absolute magnitude of Vdrlf t = Vp sin e, where Vp is the
velocity of the solar wind and e is the angle of the Archimedean
spiral.

The resultant velocity v _ produces the observed anisotropy.
ex_ • .:

! Experiment has shown that Vex t is directed nearly radially out-
_ ward from the sun, so that

,.

?

At diffusion equilibrium, therefore, the solar protons are
swept out of the solar system at the velocity of the solar wind.
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According to [41] and [42], the magnitude of the anisotrcpy is

A = (3+ _,)"_Z, (6)¥

where y is the exponent in the differential proton energy spectrum
and v is the velocity of the protons. For 7.5-45-MeV protons, re-
lation (6) gives A = 5.9% at v = 400 km/sec, in good agreement
with experiment (5-10%). P

Returning to our examination of nonequilibrium fluxes (the
Inltlal phase of the burst), we note that the intenslty of pro-
tons reglstered at a given point in space depends on the popula-
tion density in the neighboi-hood of the sun on the line of force
passing through this point. Thus, the interplanetary-field lines
of force project the proton source to a distance R _ 1 a.u.

We noted above that strong proton anisotropy has been observed
in a number of cases for many hours after the beginning of a burst
(up to 48 hours). This indicates prolonged emission of particles
by the sun, due either to continuous generation or to some type of
particle storage In the corona and the upper chromosphere. The
mechanism that supports the second possibility might be diffusion
in the nonregular fields of the solar atmosphere, with subsequent
leakage of protons into tubes of force of the interplanetary field.
The corresponding model, which was proposed by Reid [43] and de-
veloped by Axford [44], explains the high anisotropy of the proton
flux, the exponential intensity decrease, and cases of observation
of flare bursts from flares quite far from the base of the line of
force drawn from the point of measurement. Unfortunately, c_icula-
tlons were made only for the 130-600-MeV protons for which experi-
mental data were available at the time. According to Fan et al.
[5], explanation of the arrival tlmes of the first flare protons
requires, in addition to diffusion, introduction of direct propa-
gation of protons from the point of the flare along the lines of
force of the fields in the chromosphere and corona to the begin-
ning of the corresponding llne of force of the regular magnetlc
field. This paper presents the following picture of proton propa-
gation from powerful solar flares. The flare generates protons
and gives rise to a blast wave. The radially expanding blast wave
pulls the magnetic field out of the flare region, promoting rapid
propagation of protons in the lower corona. This is followed _ ,
leakage of protons into tubes of force of the interplanetary fi_ d.
The result is formation of characteristic propagation cones.

The protons propagate along the interplanetary lines of force /146
almost without scattering to distances up to 1 a.u., and diffusion
in the lower corona supports the stream for many hours. At dis-
tances beyond 1 a.u., scattering becomes important, and a flax
directed toward the sun appears and increases some time after the

i beginning of the burst. The anisotropy and azimuthal (longitudinal)
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gradient:; of the flux decrease.

The structure of long-llved, :ationary streams of low-
energy protons was examined in the of Lin et al. KI_5S and
Anderson K461. The basic features of that they proposed
are the same as those of Fan's model. A( to Lin et al.,
the time variation of intensity observed n a spaceprobe crosses
the stream represents the projection of t :hree-dimenslonal pro-
file of the solar source by the interplane y lines of force. The
injection profile can be explained as _g from the geometry
of the magnetic fields in the region of the are. Particles
generated during the flare are divided into types: those that

i move out rapidly from the flare region and tl e that are stored
for a lone time in its vicinity. Most of gh-energy particles
"escape," while low-energy particles are for most part retained.
The "escaping" particles diffuse in a certain rer of the solar
corona in all directions from the generation and move away
along lines of force of the interplanetary forming a com-
ponent that decreases exponentially with time (t Reid-Axford
model). The more energetic among the "stored" p_ es are dis-
tributed over a-larger longitude range than those .th lower ener-
gies. Leakage of these particles into inter_ space results
in formation of the "halo" of the long-lived stream. The "core"
is formed bylines of force of' the interplanetary field connecting
directly to the region of particle generation.

TABLE 4*

_gropn mat-_ _qw'

_ v _ 10' _ v _ 4,3.10' Cnl/seo

O,Oi 10_ t50 _se_ 3000_
0,03 t, 6. t01 t000lse_ 2.104s_:_ 6 b

: G,2 4.10' 4000_ec_t h 9._0s e_lO dsys
;.0 1,8.i0e 8.104_i d_ t,7.10*se4_i month

I *Commas indicate decimal points.

_ There is as yet no definite answer to the question as to

i whether the long-lived streams owe their existence to pulsewise
generation with subsequent storage or to continuous generation.

i However, an upper limit can be indicated for the storage time.
: _ During sto_age, the particles should lose some of their energy
• _ in the g_s of the sun's atmosphere. The ranges of 0.5- and i0-
_' _ MeV orotons in fully ionized hydrogen are 5 , i0-_ and 5 • I0-2

'_ I g/cm _ , respectively.
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Table 4 presents estimates of the times required for protons
to covcl, half of their range at various heights above the sun's
surface.

The height A = 0,0!re corresponds to the thermosphere. The

ra_io sources accompanying the flare (high-energy electrons) lie
in the height range from 0,2_ to several _ (the solar corona)

L47J, so that we may assume that the storage region is in this
height range.

Table 4 shows that the energy losses during one day of stor- _
age are not significant for protons with E = i0 MeV. On the other
hand, storage of 0.5-MeV protons for the same amount of time re-
quires "pumping." Otherwise a knee would appear in the spectrum
in the 0.5-I-MeV energy range. Measurements of the spectra in the
3-15-MeV range [5, 45] failed to detect such a knee. Systematic
measurement of the spectra at lower energies would be highly im- ._

portant for clarification of questions related to the possible
energy losses in the corona and to the nature of the long-lived
streams.

Several hypotheses have been suggested to explain the nature
of the ESP. It was assumed in the earliest one (Bryant et al.
[21J) that the protons are trapped in the flare region by a magnet-
ized plasma cloud, which is responsible for the geomagnetic dis-
turbance and the Forbush decrease, and are conveyed by this cloud
to the vicinity of the earth. Study of the ESP anisotropy has
shown that these particles are not trapped.

Several authors (Rao et al. _32, 48J) have assumed the exist-
ence of continuous particle acceleration at the front of the shock
w_ve arriving from the flare. However, there is insufficient Jus-
tification for this assumption, and other authors do not concur
with it KSS. For example, it is difficult in this model to explain
the strong proton anisotropy and the fact that in many cases the
arrival of the shock wave is accompanied by a decrease in proton
intensity rather than a burst K49S. It is more natural to assume
that the ESP represent a variety of long-lived streams originat-
ing from the flare region _46J. The role of the shock wave may
be reduced merely to magnetic connection of the observation point
with this region [50].

Investigation of low-energy solar protons began only three
or four years ago. However, even the first data acquired have
revealed a broad range of phenomena of importance for understand-
ing of the processes taking place on the sun and in interplane-
tary space.
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THERMAL INSTABILITYAND ENERGY RELATIONS IN THE CONVECTIVE ENVELOPES OF

_, SLOWLY ROTATING STARS

(Translationof "0 ter_icneskoy neustoychivostii energeticheskikh

sootnosheniyakhv konvektivnykh obolochkakh medlenno

vrashchayushchikhsyazvezd.")

' I.M. Yavorskaya

ABSTRACT

The nonstationary convection that arises due to thermal in-
stability in the envelopes of lower Main Sequence stars (and
the sun in particular) is investigated. The convection that
arises in the envelopes as a result of thermal instability is
of nonstationary turbulent nature. The paper derives various
energy relations that should be satisfied in these envelopes.
It is shown that construction of a consistent model of the
zones of turbulent convection in the stars requires the use,

, along with the Reynolds equations, not of a barotropicity con-
dition, but the complete heat-flux equation with consideration
of the terms that appear because of turbulence. Expressions
for these additional terms in terms of averaged characterls-

• tics of the motion and eddy viscosity coefficients are de-
rived on the basis of the Prandtl-Wasiutinsky theory. Asymp-
totic representations are obtained for the heat-flux equation

for the convective envelopes of lower Ma_ Sequence stars.
._ With 1 table and 22 source citations.
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THERMAL INSTABILITY AND ENERGY RELATIONS IN THE
' CONVECTIVE ENVELOPES OF SLOWLY ROTATING STARS

I.M• Yavorskaya

§ 1. The most interesting feature in the structure of lower Main
Sequence stars and of the sun in particular is the structure of
their convective envelopes, since the processes taking place here
determine, in large part, the phenomena observed on the surface of
the sun and in its chromosphere and corona. It is known [1] that

o stars of this type consist of a core at radiative equilibrium,
in which nuclear reactions take place and enormous amounts of

/

energy are released for subsequent transfer to the periphery by
radiation, and an envelope, in which the conditions of radiative
equilibrium are violated. The true temperature gradient is super-
adiabatic in the envelope, and the region becomes thermally un-
stable. Schwartzschild's criterion states that for disturbance of
thermal equilibrium, the true temperature,gradient VT of the medium

•, must be larger in absolute magnitude than the adiabatic gradient
,V.rIi]

art = - VT--(-- v,r)> OL (l• 1)

Convection arises when ehls condition is satisfied in an ideal
fluid, becoming the basic mechanism of heat transfer in this zone.
However_ if the actual properties of the medium ar_ taken into
account (viscosity, thermal conductivity), it is found that the
gradient difference must exceed a quite definite value for con-
vection to appear.

Analysis of cQnvectlve instability by the method of small
perturbations for a layer of incompresslble fluid or a compress-
ible gas in the Boussinesq approximation has shown that the dimen-

• sionless Raylelgh number [2] can serve as a parameter characteriz-
ing the onset of convection:

Ba (l 2)

where d Is the layer thickness, g is the effective acceleration,
• _, v, and X are the coefficients of thermal expansion, viscosity_

and thermal diffusivity of the medium• For an ideal gas, 8 = T-',
and VT must be replaced by AVT for the compressible medium. Con-

vection begins when Ra _ Rac, where Rac is the critical value of

IThe gradients in (1.1) are written with the minus sign because
they are always negative in stars in the spherical coordinate sys-
tem (r, v, ¢) bound to tl,ecenter of the star. i,
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the Rayleigh number, which depends on the boundary conditions [2].

: At Ra = Rac, convection is of stationary cellular nature; when

Ra >Rac, the amplitudes of the convective motions increase ex-

ponentially with time in linear approximation, nonlinear effects
come to predominate, and the establishment of nonlinear station-
ary convection subsequently becomes a possibility. The thermal
instability of a compressible gas has been most thoroughly studied
Ln the linear approximation for thin layers (layer thickness d <<
any height scale), when the Boussinesq approximation in valid.
Convection takes place in stars under conditions that differ
strongly from those cited above, and the classical results of

Rayleigh and Schwartzschild are little suited for their study.
It is necessary to consider the rotation of the sts.rs and the ef-
fects of their magnetic fields [2]; density stratification in the
convective regions prohibits the use of the Boussinesq approxima-

• i tion [3] (thus, density varies through six orders in the convec- /150
_ rive envelope of the sun). The convective layers of stars border

on thermally stable layers, and the penetration of convective dis- ._
turbances into these layers must be taken into account to obtain
the correct physical picture [4]. Moreover, the conduction in
stars is strongly nonlinear and distinctly turbulent in nature.
Let us see how these factors can be taken into accpunt in study
of the motions in the convective zones of stars.

Chandrasekhar studied the suppression of convective motions
by rotation in a viscous thermally conductive fluid in the Bous-
sinesq approximation and found that the onset of convection is
delayed if the angular velocity flof the rotation and the accelera-
tion of gravity g are parallel and is not delayed if fl and g are
perpendicular. The critical value of the Rayleigh number depends

! on the dimensionies_ Taylor and Prandtl numbers Tr and Pr:

_- 0 _ = -_-.

i In the case of strong rotation, when Tr �®,Ra c does not de-

i pend on the form of the boundary conditions (the influence of the
! boundary conditions is confined to a very thin Ekman layer [5]):

: _ Ra,=8.69Tr_ as Tr-_. (i.3)

Consideration of the sphericity of the convective layer yielded

the following condition for the onset of axisymmetric convection
at large Taylcr_numbers:

_ Ra._20.7T_& (I._)

Bu'_ Roberts showed that the onset of convection for spheres ,__
is associated with asymmetrical motions at arbitrary Tr and Pr [6].
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%ncthe, important result obtaic_:o by Chandrasekhar is that
co tion can arise as an oscill_., instability in a rotating
fl,_._aat Pr<_'V_s • But for comparati_':!y slow rotationTr_Tre(ir), 2
conw_culon is of station&-y re!lull': :haracter even at small P.r.

Tt 3hould be noted that on :....._:.ion, the effects of solid and
free b_urdaries on the onset c£ ,ectton are reversed [7]. In
the ab_e,_ce of rotation, thc _. ,r.ce of solid boundaries delays
the onset qf c,._nvection_ a:_:_t :_ins at larger Ra than in thec
case of free bcundarles. A._ _ "esult of the dual role ,A"viscosity
(which acu_ not only as an _r:;cgy-dlssipation mechanism, but also
as a mode for releasing it)_ the presence of solid boundaries ac-
celerates the onset of convection when rotation is p_,esent.

All of the foregolng results pertained to the condition for
onset of convection with rotation. But once convection has begun,
how does rotation modify the convective motiong? We find that the
dimensions of the convective cells decrease on rotation. For
Rayleigh convection, for example, the dimensionless wave number
b, which characterizes the horizontal dimension of the cell, has
the following asymptotic behavior at high _otational velocities:

bm_ = (1/, n, Tr)V,= t.305 Tr'/, (Tr _ _). ( 1.5 )

The results of (1.3)-(1.5) are applicable to layers of a vis-
cous heat-conductlng compressible fluid in the Bousslnesq approxi-
mation, i.e., when the density variations are due basi'cally to
temperature and are so small that they need be considered only
in the mass forces acting on small perturbations; otherwise the
fluid is assumed to be incompressible.

Investigation of the cunveqtion-initiat!ng condition in a /151
compressible but ideal fluid (v= _ = 0) in rotation at a constant
angular velocity fl led Randers [8] to the following modification
of the Schwartzschild criterion for the radial displacements:

g -_- • 4Q'si.'0. (i. 6 )

However, Cowling [9] showed that Eq. (1.6) is valid only if
we assume that the perturbed motions are axisymmetric. In the
general case, on the other hand, the rlght-hand side of (1.6) de-
pends not only on fl, but also on the horizontal wave number k,
and tends to zero as k--_. TLat is, without consideration of
viscosity and thermal conductivity, the Scnwartzschild criterion
(1.1) does not change on rotation; the effect of rotation is to
stabilize certain perturbations that were unstable In the absence

aTr* is a certain chaz.acteristic value of the Taylor number that
depends on the £randtl number Ft.
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of rotation. In a study of the instability of polytropic spherical
configurations in slow rotation, Clement [10] found that rotati, n
suppresses some of the convective motions that are described by
lower-order spherical harmonics. This means that the mix:_ng length
_ in the conv_ctlve zone may be reduced substantially by _'otation,
and that the convective energy transport H becomes le_ effective,
since

,,-t,c,p(arT)I,

where p is the density and Cp is the heat capacity at constant pres-
sure. AlthouGh the .criterion (1.1) remains unchanged, the dif-
ference between the true and adiabatic gradients AVT may be larger •
for rotating configurations for tran;fer of the same amount of heat
H. Another study of convective instability in stratified layers
of ideal gas with consideration of rotation was made by Lebovltz

[i13. He showed that while the condition AVT > 0 re_alts, in the
; absence of rotation, in simultaneous instability of disturbances ._i_

with any horizontal wave number, rotation with ArT > 0 stabilizes

all lonE-wave perturbations with k < k_.

Since an energy-dissipation mechanism (e.g., viscosity) al-
ways operates in any real medium, it suppresses short-wavelength

I! disturbances with horizontal wave numbers k > kv. We may there-

fore conclude that in an unstably stratified medium with considera-
tion of rotation and dissipation, convective instability may be
manifested in the form of perturbations in a limited range of wave

, numbers k_ < k < kv, and may not occur at all when k_ = kv.

Since all of the above results pertain to small-amplitude
convective motions, quantitative estimates can hardly be applied
directly to the convective zones of stars. However, the qualita-
tive picture should remain unchanged. We may therefore draw the
following conclusions, which are valid for convective motions in
general:

I) ro_ation delays the onset of convection, i.e., other con-
ditions being equal, larger heat fluxes are required to initiate

• convective motions ;

2) if convection begins notwithstanding, the primary effect ,
of rotation is to suppress the largest-scale and axisymmetric con-

_ vective motions; this evidently reduces the convective tcansfer of

heat for given values of AVT as compared to convection without ro-
tation;

_ 3) rotation has a suppressive effect on convective motior.s

_ I basically in regions where flllq, i.e., in the_polar regiol_s of the
sta_-s, since the local Taylor nu_,ber Tt = 4_'_es' _/v' is largest

: there;
¢
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4) in znnes with substantial density variations, the convec-
tive motions contain a whole hierarchy of scales proportional to

the local height scale. Obviously, the largest-scale motions
(which have dimensions on the order of the depth of the zone) are
generated near the bottom of the convective zone and are most
strongly affected by rotation. Depending on the angular velocity
of the rotation, they may either be suppressed or be manifested in
the form of nonaxisymmetric and perhaps nonstationary motions;

5) If the angular velocity is not constant O = Q(r,0),the pres-
ence of shear stresses may be a source of dynamic instability [9],
and the resulting motions may, like convective disturbances, trans-
fer thermal enerz_v even in the case of stable temperature strati-

fication Art < O.

§2. Nonlinear effects acquire increasing importance with in-
creasing Ray]eigh number, and the convection assumes a chaotic

turbulent character when Ra = 500 COO >> Ra c. The transition from J

stationary Benard cellular convection (at Ra _ Ra c) to disordered _

turbulent convection takes place Via a series of stationary or
quasJstationary conditions [121 in which ea?h successive condition
is less ordered than the one preceding it. In this case, the on-
set of convection is no longer d%termined by Ra, but instead by
the degree of the instability (turbulization) of the convective
flows. As a result of the strong variation of density and tempera-
ture, the Rayleigh nun_ers of the convective regions of stars are
not constant, but vary through several orders of magnitude over the
depth of the zone. The theh_al diffusivity in (1.12) is determined
by the radiation of the medium and can be represented in the follow-
ing form everywhere except in the layers at the very surfaces of
the stars [13:

4 _T l"

(2.1,

where a is the Stefan-Boltzmann constant, K is the absorption in-
dex, and c is the velocity of lig_,t. For the viscosity in layers
with fully ionized matter, we may take [13]

2.z (2.2)
v = _-6- •I0-",

I,

where A is the Coulomb logarithm, Ra can be estimated for various
solar convective zone depths from (2.1) and (2.2). We find that
in the least stable layers, the Rayleigh number reaches values on
the order of i02° (under astrophysical conditions, the layer thick-
ness d is replaced by the so-called mixing length Z). Lower Main
Sequence stars, of which the sun is one, are characterized by
comparatively weak rotation. The dimensionless parameter q, which _
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represents the ratio of the centrifugal and Coriolls forces to
the force of gravity, is small for such _tars. Thus, for the sur-
face of the sun

e= _---Io-,. (2.3)

where a0 is the radius of the sun, M is its mass, and G is the
gravitational constant.

Thus the stabilizing effect of rotation on convective motions
in such stars will be insignificant, and the convection, character-
ized by Rayleigh numbers of the order of 102° ", should be distinctly
turbulent. The thermal diffusivity X, which is determ ned by radla-
tion, is much larger than _,, so that the Prandtl number is much
smaller than unity for these zones. Thus, the Sun has a very
small Prandtl number, _lC -s. However, Ra- Pr is of the order of
lO s, i.e., the convective heat flux is a significant factor in
the structure of the zone [15].

L

There is no satisfactory theory of turbulent convection even
in the Boussinesq approximation. The only theory that makes it
possible, if very roughly, to calculate turbulent ccnvective en-
velopes in stars is the so-called mixing-tength theory [14]. To
apply it, the depth (below the ._urface of the photosphere) at
which the upper boundary of the convective, zone is situated is
determined first, slnce zt is known that the upper layers of the
•photosphere are stable with respect to convection. Conve=tive
instability begins at an approximate optical depth T = 0.71-1.0 _
(depending on the metal content of the photosphere), _hich corre- _
sponds to a geometric depth of 27-250 km. Convective instability
arises at this depth as a result of the sharp increase in opacity
with increasing temperature and, consequently, increasing depth.
This causes a sharp increase in the radiative temperature gradient,
and the instability condition VT_V.T begins to hold at some depth.
It is assumed that the equals sign defines the upper boundary of
the zone and the corresponding values of the temperature T, den-
sity p, and pressure T. This is followed by a calculation based
on the simplest conceptions of convection as consisting of ascend-
ing and descending convective elements of the medium. Four dif-
ferent temperature gradients are distinguished: V_T, the radiative
temperature gradient (which forms at radiative equilibrium); V,T,
the adiabatic gradient; VT, the mean temperature-stratification
gradient, and V'T , the temperature gradient of the buoyant convec-
tive element, which differs from the adiabatic gradient as a result
of radiative heat transfer with the surrounding medium. Below we
present the energy relations that are satisfied for the motion of

convective elements over the mixing length Z.

_ i. The average kinetic energy of a moving element is propor-
_ tlonal to the work of the Archimedean force on the mixing length:

t
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,,' = ;'gz,V'r_- vT"Q. (2.4)

where v is the average veloclty of the convective element, g is
the acceleration of gravity, v is a parameter that takes viscous

drag into account, and finally, Q=I r _L is a coefficient that
p 01'

takes account of the temperature variations of the average mole-
cular weight of the medium.

2. The sum of the convective and radiative heat fluxes is

constant and equal to the radiation flux at the boundary:

,G_ vr= aT_f, (2.5) :

where Tel f is the effective temperature, o = ac/4, and _ is the cor-
relation coefficient between velocity and temperature.

3. The difference between F'T and V,T results from radiation
of the convective element. For this re_son, the average thermal

ener_gy deficiency in the convective cell, which is proportional to
V'T--V,T and appears as a result of radiation, should be equal
to the energy radiated by the element during its lifetime. From
this,

Vr -- V'T . p_pxvl

v'r-v._'= I._-_ , (2.6)

where f is a parameter that takes account of the radiative losses
of the moving element and depends on the model used for it.

~ V'T, and vEquations (2.4)-(2.6) can be used to determine VT,
in terms of T, P, I and the parameters v, m, and B. The strati-
fication of the zone is then found by integrating the equations

dr dP

(where the depth z is measured from the level of the star's photo-
sphere). The turbulent viscosity coefficient is determined from
the relation ,II=

Although the theory considered above may appear quite crude,
it makes it possible to obtain useful and qualitatively correct
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results concerning the structure of "the convective zone [15]. The
basic hypothes_s adopted in this theory were: l) replacement of
the quadratic terms by vortical terms with turbulent t1'ansport
coefficients proportional to _vZ, and 2) substitution of 1/_ for
the derivatives in the turbulent-convectlon equations. The latter
reduces the quantitative value of the results considerably. Yet
another serious uncertainty is inherent in the choice of Z. Var-
ious definitions have been proposed for the "mixing length" 5:

proportionality to the local pressure-heigS_t scale hp [14, 16],

proportionality to the local density-height scale hp, the distance
to the nearest zone bcundary z [15], and a few comblnod defini-
tions [173 of the type

z z _i/, ho,
_/, ho for z _ 1/, h_, zo-- z _ _/_h_,
z-- zo z --Zo_ l/z h_,

where zo is the _eptk of the convective zone. There _re as yet no
sufficiently convincing physical arguments in favor of any defi-
nition of Z. In addition, it must be remembered that the turou-
lent transport coefficients may be different for the different
processes -- momentum transport and heat transfer. And whereas
the characteristic mixing length for momentum exchange will be
proportional to the pressure-height scale_ heat exchange will be
•more likely to take place over distances proport_.onal to the en-
tropy (S) height scale,~because vs_Avr. It should also be noted
that th_ parameters a, _, and f that appeal' in Eqs. (2.4)-(2.6)
are not defined explicitly enough El4, 18].

This semiempirical theory of turbulent convecbion does not
take account of the effects of rotation on the convection char-
acteristics of the zone. At small values of the parameter q, ro-
tation will evidently have a weak influence on the average strati-
fication of the convective envelope and on its depth. Rotation
should have its basic effects on the tu,'bulent transport coef-
ficients, which should, in this case, be functions not only of r,
but also of 6.

Since the convectlon-rotatlon interaction is determined by
the Taylor number, it may be assumed that the dependence of n on

/

o will be expressed through the dependence on Tr:

_(r,_)ffi _[r, Tr(r,O)l;

in strat'?ied zones, the Taylor number Tr = 4Q'd_©o_O_' is itself a
function of r and o.

For slowly rotating configurations, it is logical to assume,
as an approximation, that n depends linearly on Tr, and, using the
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conclusions of §i, we may write

'.(r.O)=_(r. W2)[| --6(r)c_te], (2.7)

where 6(r) is a certain function of radius: _(d_! but,8(_>0. Un-
fortunately, there are no theoretical or experimental facts that
permit more_accurate determination of the function 6(r).

§3. The major difficulties that arise in calculation of tur-
bulent-convection zone_ resulted at first in the use of hydro-
static models to study the s_ru_ture of stellar convective en- /155 •
velopes [i]. The polytropic relation between P and p was usually
used instead of the heat flux equation.

_us, this relation was taken in the form P = Cpn and n = ¥ •
in the pioneering works of Schwartzschild [1] (V is the ratio of
heat capacities). This means that the true temperature gradient

: is exactly equal to the adiabatic gradient:

AVT_--VT_ _--! r
. ¥ rVR=O, (3.1)

Use of Eq. (3.1) for the sun w_ Justified by the fact that the
, ratio AVTIVT Is small, on the order of i0, i.

The spherically symmetrical model described by the hydro-
static equation, the Schwartzschild condition (3.1), and the equa-
tion of state

(g is the average molecular weight expressed in units of the pro-
ton mass, mH is the mass of the proton, and k is Boltzmann's con-

" stant), with the appropriate boundary conditions [I], gives a good
description of the average temperature and density distributions
in the convective envelopes of lower Main Sequence stars and of :
the sun in particular. "_

However, the phenomena of solar granulation, stellar differ- "
ential rotation, the high temperature of the chromosphere and of
the corona in particular, and many others cannot be explained with-
out consideration of the physical processes that take place in the
convective envelope, without understanding of its fine structure, i
The hydrostatic model is found to be inadequate for these purposes,
and it becomes necessary to study hydrodynamic flows in the envelopes

.. [19] with consideration of the energy-transfer mechanism, rotation, ;
turbulence, and sometimes electromagnetic fields. The equation of

< motion in the convective zone has the form i
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av I VP--V_+ (JxH)+ V_+TV_, (3.3)

where Y(_,.'..9 is the velocity of the averaged motion. _ is the
gravitational potential, tic(Ix H) is the electromagnetic Lorentz
force. _ is the viscous-stress tensor, and,_" is the turbulent
Reynolds stress tensor. The continuity and Poisson's equations
are written in the usual form:

dp
-&-+ pd,vV = O, (3. _4)

(3.5)

Various terms in Eqs. (3.3)-(3.5)can be neglected, depending on
the specific problem. The heat flux equation, in whose derivation
it is necessary to consider turbulent convection, radiative heat
transfer, and the release of Joule heat, assumes the form

_.. a IF'+_] + P a,,' ,a."*

= 4.L *

where e is the averaged internal energy, Fi is the i-th component
of the average radiation flux, u' P' and e', , are the fluctuation
components of velocity, pressure, and internal energy, the terms
on the right of (3.6) are governed by viscous and Joule heat dlssipa- /156

tion, and vm is the magnetic viscosity. Thus, the effect of tur-

bulence in the heat flux equation will be expressed by the term

' e'pu',which describes the transfer of internal energy by turbulent

fluctuations, by the work (p+p')_£-_ of the pressure forces for tur-
'i Oz'

bulent compression of the medium, and by the corresponding increase
in viscous and Joule heat dissipation on the turbulent fluctuations.

i The equation system (3.3)-(3.6) must be supplemented by the Max-
: well electromagnetic equations. It appears that electromagnetic

forces in the convective envelope are quite small for stars of the
sun's type and have no substantial influence on the hydrodynamic !

. currents. We shall therefore henceforth omit the electromagnetic
terms in (3.3) and (3.6). Allowance for the turbulent nature of
the motion in the convective zones has led to the appearance of a
number of new unknowns in the equations of motion and the heat

flux equation: _u _pu,-_u,_ the turbulent Reynolds stresses; p,-_,i

and T'-_u, the correlations of the velocity, density, and tempera-
ture fluctuations, etc. _
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These new unknowns have appeared as a result of averaging of
the Navler-Stokes equation, and their appearance is a direct conse- •
quence of the nonlinearity of the fluld-mechanlcs equations. To
close the system (3.3)-(3.6), it is necessary either to supply
additional equations for these unknowns or to attempt to express

: them in terms of the averaged quantities and their derivatives.
These supplementary relations areelther purely empirical ones
from experimental data or are derived from qualitative considera-
tions of a physical nature. One of the best known of these semi-
empirical theories that relate the additional unknowns with the
averaged variables is the Prandtl momentum-transfer theory (see,
for example, [20]). Prandtl introduced the notion of the "mixing
length" _ - the distance travelled by a "turbulent element" before
it is mixed and exchanges momentum with other elements. This con-
cept is to some extent analogous to the molecular free path in the
kinetic theory of gases. The mlxlng-length concept is used to de-
fine the eddy viscosity n, which is analogous to the molecular vis-
cosity v and establishes a linear relation between the turbulent •
stresses and the rate of deformation. Prandtl developed his theory
for plane-parallel motion, in which there is only one velocity com-
ponent along the x axis: u = u(z). Working from the same premises,

• Wasiutinsky [19] generalized the Prandti theory to three-dimen-
sional motions in stars. Using physically lucid arguments and the
definition of the mixing length, Wasiutinsky obtained a llnear ex-

• pression for the turbulent-stress tensor in terms of the deforma-
tion rates. In tensor form, this relation can be written as fol-

• lows in spherical coordinates:

• = - (V,u+ e ,ru =)-

(summation only over a), where i, k, and a assume the values !r.6j¢,

; Vj are the covariant derivatives, F_ are Christoffel symbols,
n is the unit ten-and gJi are the fundamental metric tensors,gJi 6j

and n_ is the eddy viscosity tensor, which is of diagonal formsor,

• in spherical coordinates bound to the center of the star.

The eddy viscosities are defined as

(3.8) n57
where e is the time during which a turbulent element co_ers the

"mixing length." The linear • relation (3.7) between the tensor Tik

_Here and below, the inferior and superior indices pertain to the
covariant and contravariant components of the vectors and tensors.
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and the deformation rates was obtained later by Elsasser [21] by
rigorous derivation from the Boltzmann equation under the follow-
ing assumptions:

l) the mixing length Z is much smaller than the characteris-
tic linear dimension of the problem;

2) the mixing time e does not depend on the velocity of the
turbulent element;

i
S) the tensor qj is of diagonal form in spherical coordinates;

4) the tensor q_ does not depend on the coordinates or, if it

does depend'on r,

I-TI<I--I and I-_T-I<- T- (t=0,¢).

Using the mixing-length concept and the eddy viscosities, Eq.
(3.6) can be transformed by expressing the pulsation time corre!a-
tions in terms of the averaged characteristics of the motion:

L

_aP .-- _. (3.9)P _ Ppdt@ + Vl [Fl + cp_k&V_r] --_ aver =

where

AV,T = ar dr

A term describing the energy dissipation as a result of vis-
cosity on turbulent fluctuations appears on the right side of (3.9).
Unfortunately, there are as yet no reliable estimates of _ [19]
for free turbulent convection in an unstably stratified medium.
Taylor's estimates are available for isotropic turbulence:

_ _ET/R2, (3.10)

! (ET is the turbulent energy density, _ is a length on the order of
i the turbulent-vortex diameter, and v is the kinematic viscosity), i

Wasiutinsky's theory made it possible to use fewer additional i
i unknowns and to reduce them to three diagonal components of the • •

1 _ turbulent-friction tensor. Leaving the influence of rotation on
_ the friction coefficients out of account, we may assume further

that the directions _ and _ of the spherical coordinate system are
equivalent and the direction r is singular _r _rbulent f_ctua-
tlons: ¢
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In fact, the Archlmedean force, which is the cause of turbulent
convection, is directed along the vector of r. The coefficient
S is known as the coefficient of anisotropy and is a measure of
the degree of anisotropy of the turbulent fluctuations. At S = i,
the turbulent mixing is isotropic; when S > 1 mixing is weaker in
the radial direction than along meridians and parallels; when S < 1
exchange of momentum is stronger in the radial direction. The
scalar part of the viscosity q should in the general case, be a
function only of r (since we neglect rotation). The coefficient
of anisotropy can evidently be assumed constant.

Consideration of slow rotation results in a relation of the /158 -
type (2.7) for q as a function of r and 0. In addition, rotation
may cause a nondiagonal component 'I_ to appear in the tensor q
owing to distortion of the principal axes of the turbulent-fric-
tion tensor [22].

In the generally accepted semiempirlcal theories of turbu- :i
lence [20], the eddy viscosity or the mixing length Z, in terms

%
of which it is expressed, is found directly- from experiment or
from hypotheses, which are then confirmed by experiment. Unfor- !
tunately, this is impossible when we are concerned with turbulent
convection in stars.

§4. The equations of motion for the averaged characteristics
: (2.5) and the corresponding equations for the turbulent fluctua-

tions can be used to derive a turbulent-energy balance equation
and an energy" equation for the averaged motion by applying Wasiu-
tinsky's semiempirical theory.

J

0t +Vl =_E,+_ E, AVkT-- p r A--B+_=O, "

@E
a-_-+V_(u'E+_=_)= Pu%i--u'V,P--A. (4.2) :

Here ET =:*Apu'_u_is the turbulent energy density, E_is the. kinetic-
energy density of the averaged motion, the term _ ×a_r

i

-6- -- repres-

; sents the diffusion of turbulent energy by the fluctuation motion,

UiET the diffusion by the averaged motion. The term A = --,_V_u_
and

describes the exchange of energy between the averaged and fluctua-
tion motions. Usually A>0. i.e., the turbulent-motion energy in-
creases at the expense of the averaged-motion energy, although it

Av#
is possible for A<0 in specific regions. The terra B= ,_:-?--

represents the work of Archimedean forces on the turbulent fluctua-
tions; in the case of an unstably stratified medium, ART>0 , this
work is performed at the expense of stratification potential energy

" and leads, as we see from (4.1), to an .increase in turbulence energy.
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The heat flux equation (3.9) can be written as follows:

a r v/v-s
P _ In _ -- c_ou_AVtr -_ Vt [F t+ Cr,l_AV_r| + B ----_. ( 4.3 )

If we consider a steady-state situatio, and apply Eqs. (4.1), (4.2),
and (4.3) to a closed volume of gas T on whose boundaries Z, and
Ea there is no turbulent-energy influx and no stresses are applied,
for example, to the convective envelope of the star, we obtain the
condition

A,+B,=_,, (4.1')

A, = -- S uiV_Pd_, ( 4.
2 ! )

,!

or

for maintenance of stationary motion and developed turbulence in
this volume. The last relation, (4.3'), indicates that the ther-
mal regime of the volume is stationary and that there are no heat
sources in it. Eq. (4.1') indicates that to maintain developed

turbulence in the volume T in the stationary state, it is neces- /159
sary to supply an energy equal to @ to the fluctuation motion,
and that this input can be obtained at the expense of the aver-
aged-motlon energy A and the work B of the Archlmedean forces.
Equations (3.3)-(3.5) and (4.3) can be used to study the hydro-
dynamics of stellar convective envelopes if the angular momentum
of the envelope, the boundary conditions, zone depth, and turbu-
lent-viscosity tensor are assigned. The zone depth and turbulent
transport coefficients must first be determined from auxiliary
considerations, e.g., as in §2.

Here, depending on what connotation we place on the coef-

ficients n_, there are various possible approaches to study of

the convective-zone hydrodynamics. The eddy viscosity can be
defined as the effective viscosity that arises as a result of
all small-scale convective motions after separating convective
flows on the largest scale, of the order of the zone depth, and
the problem of the interaction between laminar convection and
rotation in a medium with an effective eddy viscosity n can be
solved. Here it is found that the effective Rayleigh number is
above critical:

Re,-- Bao.
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This formulation of the problem is Justified by the fact that ro-
tation has the strongest fn_luence on the large-scale flows. The
influence of rotation on convective modes of small scales can be
taken into account by assuming a relation between n and the Tay-
lor number, e.g., in the form of (2.7). With (4.1), the heat-flux
equation becomes

"_ pV ArTT--t _-b div(F-}- H) = @. (4.4)

Here H is the heat flux due to the effective thermal conductivity
and ¢ is the dissipation due to the effective viscosity. The value
of the radiation flux F at the boundary must be assigned.

If the effective viscosity _ is defined as the total viscosity
from the convective modes of all scales, the problem is one of in-
vestigating the meridlonal currents that arise in the stellar en-
velopes under the influence of slow rotation due to the anisotropy _
of the transport coefficients. In this case, the effective Ray-

leigh number is smaller than the critical value Ra c. The _eneral

problem of turbulent convection in stratified envelopes of slowly
rotating stars can be separated in this way into two successive
problems, of which the first is a problem of turbulent convection
in a stratifie_ medium and is solved by the mixlng-length method
(§2), while the second is one of the meridional currents that
arise on rotation in a medium with an anisotropic effective vis-
cosity. For this separation to be made rigorously, it is neces-
sary that the scale of the convective motions (i.e., the mixing
length) be much small_r than the scale of the meridional circula-

tion, i.e., the zone depth d [21]. The calculations of [16] indi-
cate that this condition is satisfied _or the sun everywhere ex-
cept the lower boundary of the zone, where Z = 0.8 • l0 l° cm, with
a total zone depth d = 2 • l0 _° cm. i

For lower Main Sequence stars, the factors causing the struc-
ture of the star to deviate from hydrostatic a_e small; thus, the
ratio of centrifugal force to the force of gravity at tne equa-

tor on the surface of the sun is q _ lO-s and the ratio AVT/VT is,
on the average, of the order of 10- -i0 -s. Hydrostatic equilib- C
rium, together with the adiabaticity condition, can therefore be
regarded as the zeroth approximation in study of the envelope
structures, and the deviations due to rotation and heat flux can

be treated as small perturbatlons of the same order that are super-
imposed on the basic spherically symmetrical state. Introducing /16___O0
the dimensionless variables s

SKere M is the mass, a0 is the radius, and _0 the surface angular
velocity of the star, and no, F0, and P0 are the characteristic
values of these parameters in the convective envelopes.
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I q 1 = -K-, x='--'= _' _-=-6"' °. '
' a_P V k aoT

P p = _-_., v- -_-, t = TA_-_-,R== p.,

We may write the equations in dimensionless form and then expand
with respect to the small parameter q. The nature of the meridlonal circula-
tion that appears will be determined by the effective Reynolds
number

Re, = Qoa'i(_o/po).

In dimensionless form, the heat-flux equation becomes

p _- In -- _- vxAVxt -- p v4 AVot +7" T Nu-- t R% 7 × :i

s_ o (sin OAVd)] t-- 1 i+ _..,-t_------_-_ j t -_-x (4.5)

apt Av_t .s_. _pAvst]=_.

where Nu is the dimensionless Nusselt number, which determines the
ratio of the total heat flux to the heat flux in the absence of

convection. The total resulting flux will obviously be determined

by the oondltlon at the lower boundary at the convective zone, and

will be equal to the radiation flux from the core of She star,

which carries the energy released there as a result of nuclear
reactions to the surface. Conveotlon is still very weak near the

boundary with the core, since the temperature fluctuations and

conv_ctlon velocity are small there, i.e., radiation is the main

transfer mechanism, and Nu is near unity. However, the calcula-

tions of [16] (see table) indicate that q increases sharply near
the boundaries and convection becomes the chief mechanism of energy
transfer. The thermal boundary layer, whose structure is deter-
mined by the radiation, is very thin. To simplify calculation of
hydrodynamic currents in the convective zones, therefore, we can
neglect the radiation flux, assigning the convective heat flux or,
more precisely, AVT, on a slightly modified boundary and putting
Nu = ® in Eq. (4.5).

We obtain the heat-flux approximation for the first approxima-
tlon with respect to q by using the expansion of the function with respect to the
parameter q:

p (r. O)-- Po(r) + qp, (r, 0) + ...,

and, retaining first-order terms,

7
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Jr_ (sinOAV.t,)- _, _ B_'_, t, .

Wl_hout consideration of the effects of rotation and convection,
the turbulent dissipation _ is obviously a function only of x, and
it can be determined accurate to a constant by using the Taylor
formula (3.10), the value of v from (2.2), and the values obtained
from mixing-length theory for E and _ [16]. The undetermined con- __
stant can be determined by applying the turbulent-energy balance
equation to the entire convective volume.

CHARACTERISTICS OF THE SUN'S CONVECTIVE ENVELOPE /16____l
(from [16])

Turbulent

Depth D, l_nsit7 9, Mixin_.l__nEth EddY.viscoelt_ fluot_mtion _m2/x_ _
_, _a,_ - Z, ._ " " _, .,./e-.-.eo ,eloci'a'_,as/m,c

- \

3.4(6) 4.0(--7) 2.3(7) 7.3(4) 2,4(4) 1.801)
1.3(7) 4.6(--7) 3.3(7) 1.1(6) 2,2(5) 2.402)
3.7 O) 8.3 (--7) 4,5 (7) 1.9 (6) 1.5 (5) 2.3 02) ,,
1.5(8) 7.2(--0) 8,3(7) t.5 (7) 7.6(4) 2.t (12)
3.6 (8) 6.2 (--5) 1.5 (8) 1.3 (8) 4.2 (4) 2.i (t2) '_
1.0 (9) 8.2 (-4) 4.5 (8) 2.6 (9) 2.2 (4) 3.1 (i2)
3,3(9) 8.3(--3) 1.6 (9) 4,9 (10) 1.1 (4) 5.5 (12) :'
t.1 (t0) 7.0(--2) 5.5 (9) 7.5 (II) 5.4 (3) 9.8 02)
t ,8 (lO) 1.8 (--1) 7,8 (9) 1.4 (t2) 2.9 (3) 7.7 (12)
1,9(10) 2.1(--I) 8.1(9) 1,1(12) 2,0(3) 5.2(12)

Remarks: Mixing length _!.ffi1.5 x pressure-height scale.
D is depth from ,the upper boundary of the photosphere.
The convective zone ranges from D = 2.7 x i0' cm to
D = 1.9 • l0 *° cm. The characteristic of the number is
indicated in the parentheses.

Equations (4.5) and (4.6) define the function AVt_.@), i.e., _"
the deviation of the true temperature gradient from adiabatic in >
various convectlve-shell layers. It is interesting to estimate
the deviation from barotropy Vp × VP = 0 that may result from rota-
tion of stars. In the case of thermally stable stratification

A_? _ 0, the deviation from barotropy may result in the appearance
of a baroclinlc instability owing to the celease of gravitational
energy. It can be assumed that the absence of barotropy will have
an even stronger effect on the _haracter of the motions in the
case of thermally unstable stratlflca_ion.
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Let us consider the form taken by (4.6) for the ca_es of small

: and large Reynolds numbers. For Re t >> i, the influen_ of eddy

viscosity in the zone is insignificant, and the heat flux equation
, reduces, as we should expect, to the adlabaticity condition for

the motion:

?

In the other extreme case, when the viscous forces ape large

(and Re t Is small), Eq. (4.6) assumes the form

_,, I 8: (2.t..dln_ dlnzo T z• #z"-_ nU "_" "_ _ nu d-'[ff_z T -- i /lot, dz ) +
& a .

+_-_-(s|n@ a_') ,(z) (4 7)---07" i
}

' }{ere ¢, 6, and the zeroth-approxlmatlon functions P0, R0, and to ,,
depend only on x and z denotes "'

"1'--1 /n Ii
¥ Fo #o " +

, The general solution of (./-1.7)can be written with separatlor _:
r

of variables in the form

z= _, (c,,,z,,,+ c,.z,_)p,,,(!,)+ z**(x). C4.8)

where _ = eosO, Z,,,(z) and g,](z) are solutions of the ordinary differ- /._162

ential equation

_ az,( '_,_ _l._. _ ap.) _zs,,12,,-,-,o.

pt,(p) are Legendre polynomials, Cln and C2n are arbitrary constants ?

determined from the boundary conditions, and Zo0 is a particular

solution of the inhomogeneous equation (4.7) and depends only on i
. x. For the convective envelopes of slowly rotating stars, it can

be assumed with good accuracy that the boundary conditions for
x are independent of o. Then AVtl - t0Vz will be a function only
of x, and the motion rem_.ns barotropic in this approximation.

I The next approximation of (4.6) can be found on expansion in

_' serle_ with respect to the small Reg. In this case, the heat flttx equ_ticu will

be an inhomogeneous linear equation whose right-hand _.!_e is afunction of x and e and is defined _n teruts of ..the functions of
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the preceding approximation:

! a (_x2AVxtz) T-- t apot AVxl, _S a (sinOAr@it)az T _'z it. t. + z,si.O eO "-:
v@

i.e., AVta will be a function of x and o.

In the general case, in which the hypotheses Re t << 1 and

Re t >> 1 are not Justified, the general form of the heat flux equa-
tion (4.33 should be used to close ;he system of fluld-dyn&mlcs
equations (3.3)-(3.5), which describes the merldlonal circulation
in slowly rotating convective envelopes.

\.

We have analyzed the state of thermal instability of the medium -:
in stellar convective envelopes for lower Main Sequence stars. It
has been shown that results obtained in hydrodynamics on convective
instability in rotating media cannot be applied directly to the con-
vective envelopes, since the medium is strongly stratified in this
case (density varies through 5-6 orders) end the Raylelgh numbers
range up to l02° , which is characteristic of a strongly turbullzed
convection situation. In the absence of a satisfactory theory of
turbulent convection (even in the Boussinesq approximation and with-
out considering rotation), it is suggested that the problem of
merldional flogs in the convective envelopes of slowly rotating
stars be solved in two steps. First, an extremely primitive theory
- mlxing-length theory - is used to calculate the characteristics
of the turbulent fluctuations in a plane convective layer without
consideration of rotation, and the eddy viscosity is found as a
function of depth in the convective zone. This coefficient is then
used to find the turbulent Reynolds stresses. (in the form proposed
by Waslutinsky) in the fluld-dynamics equations that describe the
merldional flows that arise in convective envelopes as a result of
the combined action of rotation and eddy-vlscosity anisotropy. In-
stead of the barotropy condition, it is proposed that the complete
heat flux equation be used with consideration of heat transfer by
turbulent fluctuations. This will make it possible to take account
of the redistribution of the temperature-gradient difference AVT
due to the meridional circulation that arises.
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CAIEUIATIONOF THE SHAPE OF THE BOUNDARY OF THE MAGNETOSPHERE

(Translationof "0 raschete fora_ granitsy magnitosfery.")

S. A. Mart'yanov

ABSTRACT

The possibilities of calculating the shape and dimensions of
the magnetopause are discussed. Initial equations are pro-
posed. A review of existing methods is given. With 2 illu-
strations and 26 source citations.
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CALCULATION OF THE SHAPE OF THE BOUNDARY OF /164
THE MAGNETOSPHERE

S.A. Mart'yanov

Knowledge of _he position and shape of the boundary of the
magnetosphere (the magnetopause) is important in calculation of
the magnetic field within the maEnetosphere. According to pre-
sent-day conceptions, one of the chief causes of the deviation
of this field from the dipole model is the magnetic field of cur-
rents flowing along the magnetopause. The problem of calculating
the shape and dimensions of the magnetosphere's boundary is now
stated In the following form.

A statio,,ary uniform flux of colllslonless quaslneutral
plasma wlth a frozen magnetic field flows past a point magnetic
dipole. There are two surfaces of discontinuity -- the shock wave
and the magnetopause. The main attribute of the shock wave is a
nonzero plasma flux across the surface of discontinuity with a
simultaneous plasma-denslty Jump, while the basic attribute of the
magnetopause consists of abrupt changes in the nlagnetlc-fleld com-
ponents tangential to the surface of discontlnuitj (as we know,
the normal magnetlc-fleld component i_ always continuous).

Let us assume that the motion of the plasma is descrlb, d by
a certain closed equation system that interrelates the various
macroscopic quantities describing the plasma. It is then possible
in principle to solve the flow problem stated above with considera-
tion of the conditions at the surfaces of discontinuity and, coKse-
quently, to find the shape of the magnetopause.

Several such equation systems are now known. The simplest
among them are the system of magnetohydrodyn_nlc equations and
the system of quaslhydrodynamic equations derived in [I] (see also
[2]). Strictly speaking, the magnetohydrodynamlc equations (in

• our case with infinite conductivity) are not valid, since the
plasma is collisionless. However, the following arguments can be
cited in support of the magnetohydrodynamlc approach. In a rare-
fied plasma, the interaction of waves developed due to various
types of instabilities may be manifested in the form of effective
collisions between plasma particles. Theoretical data obtained
in [3] agree satisfactorily in many respects with experimental
data. The results of [1, 2] also provide some Justification for
the approach considered.

Finally, Yu.L. Kllmontovich and V.P. Silin [26] showed that

when T e >> T i a colllslonless plasma can be described in a certain
range of characteristic frequencies by the equations of single-

/ fluid hydrodynamics with infinite conductivity (Ti are the ion
and electron temperatures, respectively). ,e
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The other possibility rests on a system of quasihydrodynamics
equations. Unlike those of magnetcnydrodynamlcs, the equations of
quaslhydrodynamics enable us to take account of pressure anisotro-
pies present in the plasma. To close this equation system, it is
necessary to neglect the third moments along the magnetic field in
the electron velocity distribution function. If all quantities
vary little in the direction of the magnetic field, this simplifica-
tion is acceptable [1].

Let the magnetic moment M of the dipole be parallel (anti- /165
parallel) to the homogeneous magnetic field at infinity, 8o, and
perpendicular to the stream velocity G, and let the flow in the
equatorial plane (i.e., in the plane passing through the center
of the dipole and perpendicular to M) be considered two-dimensional.
It is then possible to solve the two-dimensional problem of super-
sonic flow past a "plane magnetic dipole" in a magnetic field
perpendicular to the plane of the flow. _

We should note that the difference between the two approaches
under consideration does not consist entirely in the fact that the
pressure is a scalar quantity in one case and a tensor in the other.
That is to say, the equations [I, 2]

must be used as equations of state in the lather case. Here P± and
Pt, are the pressure-tensor components perpendicular and paraliel
to the magnetic field, respectively, B is the absolut_ value of the
magnetic field, and p is the density of the plasma.

/ In the magnetohydrodynamlc equation system, it appears to be
most reasonable to use the equation of state o.f the ideal gas _d
to treat the motion along the streamlines as adiabatic with an ef-
fective exponent y taken in accordance with experimental data.

In fact, no calculations have as yet been made, even in a for-
mulation as limited as that described above. All previous calcula-
tions (except for two, of which we shall speak later) fit into the
following scheme :

There is no matter within the magnetosphere, and the approxi-

mate formula p = P0 + Pd'COS2X, where P0 and Pd are constants and

X is the angle between the surface normal and the plasma velocity

*A two-dlmenslonal problem of this kind with recourse to the quasi-
hydrodynamics equations was apparently first stated in [4]. How-
ever, that study contained a number of substantive errors. See be-
low for a critique of [4] and a discussion of the possibilities for _}

such formulation of the problem.
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U, is used for the mass pressure on the outer side of the magneto-
sphere's boundary. The external magnetic field is left out of ac-
count. Thus, the magnetopause is automatically treated as a tan-
gential discontinuity.

Within the magnetosphere, the magnetic field 8 satisfies the
equation system curl B = 0, dlv B = 0 and has a dipole singularity

at a point which we shall take as the coordinate origin, and the
condition p = B_/8x(B, is the component of vector B tangential to
the boundary of the magnetosphere) is satisfied on the boundary of
the magnetosphere. The problem is widely known in this formula-
tlon as the Chapman-Ferraro problem.

The term P0 in the formula for the pressure takes account of
the presence of a homogeneous and isotropic background, while the

term Pd c°s2x admits of two interpretations.

On the one hand, the pressure has this form if there is a
homogeneous monoveloclty flux of nonlnteractlng particles inci-
dent on the surface and subject to elastic reflection from it.
Chapman and Ferraro endorsed precisely this model interpretation
in their original paper.

On the other hand, the semiemplrical Newton-Lees formula of
ordinary &as dynamics gives an approximate description of the mo-
tion of a gas on the surface of a blunt body in supersonic flow

[5] and takes the form p = Pd-COS2 X. Since we do not consider the ,

magnetic field in the stream, it appears reasonable to use this
formula.

1. The Three-Dimensional Case /166

Use of the formula p = p0 + Pd'COSZX (with the condtlion B0 =

= 0) makes it possible to find the boundary of the magnetosphere
• without at the same time solving the complex problem of solar-wlnd

flow around it. But even then only numerical solution of the prob-
lem is possible in the three-dlmenslonal case.

One of the approaches to solution of this problem was elabo-
rated in a series of Beard's papers. The paper by Mead and Beard
[6] must be recognized as the fundamental work setting forth the
method and results obtained from its application.

The idea of the method is as follows. We have on the surface
of the magnetosphere

Pd"cos'X= B_I8_ (Po= 0), or : I_ x Btl _ _, a. (1.1) ,

Here n is the unit vector normal to the surface, s is the
unit vector parallel to the plasma velocity at the particular

point on the surface, and Bt is the magnetic field (tangential to
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the surface). Let r = R (8._) be the equation of the unknown surface
in spherical coordinates (the polar axis is parallel to the dipole
axis, with the origin at the center of the dipole). The components
of the vector n can be expressed in accordance with the familiar
formulas of differential geometry in terms of the partial deriva=
tives @_/#Oand aR/ag.

Substituting their values into (1.1), we obtain a flrst-order
partial differential equation with R(e, _) as the unknown function

if Bt is regarded as known. 2 However, Bt depends on the shape of
the surface and the current distribution on it. Successive approxi-
mations are of assistance here.

Thus, we consider two points separated by an infinitesimal
distance and situated on opposite sides of the magnetopause. At

the point on the interior side, let Bt= Bd + Bp + Bc, where Bd is
the dipole magnetic field, B is the magnetic field of the cur-

P
rents flowing on the plane tangent to the magnetopause at the point
under consideration, which have the same densiSy as the currents

flowing in the neighborhood of that point, and Bc is the magnetic
field due to the curvature of tke surface. Since it is assumed

that there is no field in the exterior region, we have Bd - Bp +

+ Be = 0 at the point on the outside of the surface. Actually,

the components of Bd and Bc are continuous, and the field of the

currents flowing along the plane changes sign from one side of the
plane to the other.

Thus, Bt = 2(Bdt + Bct). Assuming Bct = 0, we find that the
magnetic field on the inside of the surface is equal in first ap-
proximation to twice the dipole magnetic field qomponent tangential
to the surface, i.e., a known quantity. Substituting this value
into (1.1) and solving the above partial differential equation, we
find the unknown surface in _irst approximation and integrate over
it with the Biot-Savart formula to find B in the second approxima-
tion: c

If'IS "

=Conflnlng ourselves to the first approximation, we may assume B t =

= 2Bdt (see below) or Bt _ fBdt, where f is a constant. On the

other hand, it is obvious that aR/a$ = 0 in the plane of the noon-
midnight meridian at arbitrary angles _ between U and M. In the
present approximation, therefore, the equation of the curve on
which the magnetopause cuts the plane of the noon-midnight meridian
is determined by solution of an ordinary differential equation.
Calculations using -uch an equation were carried out by Spreiter
and Briggs [7].
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Here ds is a surface element, r' is its radius vector (with
respect to the surface point under consideration, while j is cal-
culated from the familiar formula for surface-current density (see /167

[8])); J=_?8×Bt_nx (Bd + Bc), so that in the first approxima-

I

tion J=_-_× Bdt.

This process can obviously be continued; the authors of [63
carried the calculations to the fourth approximation and estab-
lished that the difference between the first and fourth approxi-
mations is small.

As a check, they also calculated the magnetic field at a dis-
tance double that from the center of the dipole to the vsrtex of
the magnetopause. It was fould to be less than 1% of the dipole
field, and in most cases less than 0.1%.

Calculations were made for the case of mutually perpendicu-
lar U and M. In this case, the surface of the magnetosphere has
two planes of symmetry. Substantial use was made of this in the
calculatlon. 3

The approximate formula Bt _ 2Bdt obtained by the authors can
also be used in other calculation methods suitable for arbitrary
orientations of M and U (this formula is obviously inapplicable in

" i.e. the points at whichthe neighborhood of the "neutral points,
B'= 0).

Another method of solving the present problem was proposed by
Midgley and Davis [i0] and consists in the following. As we know,
the magnetlc-field vector B can always be represented in the form
B = curl A, where A is a vector potential. For tke magnetic field
created by currents with density j flowing along a certain surface
S:

Let us expand the vector potential of the surface-current
field in series in spherical functions and then make use of the
fact that B = 0 outside of the magnetosphere. This does not im-
ply that we must put all of the coefficients in the expansion of
the total vector potential equal to zero, since the vector po-
tential is defined accurate to the spatial gradient of an arbl-

trary function as a term. Only certain linear combinations of
the coefficients in the expansion must be equated to zero. To

3The method is extended to the case of arbltrar_ m in [9].
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find them, the authors of [i0] used the fact that a scslP" mag-
netic-field potential exists in the exterlor region of the space,
where there are no currents (so that B = V_).anc the coefflclents
of the expansion of this potential in spherical functlons'must
vanish, since 8 = 0 (we assume @ = 0 at ®). However, the rela-
tion between the coefficients In the expansions of both poten-
tials can be found in general form (and this was done).

Further, the current density J was replaced by a functlon
f(x, y) (z axis antlparallel to U), which Is constant along the
vector lines j and equal to the total current flowing between
the line under consideration and the line passing through the
vertex. Introduction of this function evidently simplifies the
calculations to some degree, but the two-dimensional integral
equations to which the derived conditions for the coefflclents
of the expansion reduce are solved in approximation by assigning
a function f of special form wlth free parameters (these authors
used several dozen). Here the question as to selection of the
function with the most suitable form remains open. The calcula-
tions are considerably less accurate than in the later paper [ll].
However, the latter dealt with the much simpler problem of a
magnetic dipole immersed in a homogeneous rauefled plasma at

rest, i.e., with Pd = 0 and only p = P0 # O.

A third method is proposed by Slutz and Winkelman [12]. The
plasma pressure on the boundarF was calculated by the formula p =

= P0 + p_cosix • Wit.kln the magnetosphere, IB= V_, A_ = 0 every- /168
where except at the origin, at which @ has a singularity of the
form _-- I/P. Working from Green's second identity, it can be
shown that in this case

M sin_. t I

This formula indicates that the magnetlc-fleld potential

_t at an arbitrary point t is composed of two parts. The first

part is governed by the magnetlc-dipole field (in spherical coor-
dinates with the polar axis parallel to the dipole axis; A is
latitude and r is the distance from the center of the dipole to
the point t). The second part is the contribution of the magnetic
field of the currents f±owing on the boundary S of the magneto-

sphere; _s is the magnetic-field potential at a point infinitesi-

mally close to the boundary of the magnetosphere (at the boundary
; itself, there is no potential because curl _--j_O;d_,, is the

solid angle subtended by tke magnetosphere-surface element at
point t ).

Considering a point t inflniteslma]ly close to the surface
of the magnetosphere in this equation, we obtain an equation in

whlck only the values of $s on the boundary of the magnetosphere
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appear:

MsinX "_-I4,= _ + _,dg. (1.2)

Further, the condition P = B'/8_on the boundary of the magnetosphere
yields

po + pdcosz z = _(V_,)'. (1.3)

The fundamental scheme of the solution was as follows. A sur-
face representing the boundary of the magnetosphere in the first
approximation was assigned. The integral equation (1.2), which is

linear in _s' was solved numerically for this surface. Both sides •

of Eq. (1.3) were calculated from the assigned surface and the _i

function Ss found for it. This is possible because Bn = 0 on the _

boundary of the magnetosphere and, consequently, V_ can always be
calculated if # is known only on this surface. The surface and
potential were determined by expanding in a spherlcal-harmonic
series, More than l0 nonzero terms were used in each series (only
the case of mutually perpendicular M and U was treated). Since
the expansion in spherical harmonics cannot produce the inflection
of the surface at the neutral point (B = 0), an additional shape
change of the surface was applied in each plane passing through
the straight line I = 0, $ = 0, which is parallel to U. In its
last stage, the problem reduces to minimization of the difference
between the left-hand and right-hand sides of Eq. (1.3) by a modi-
fied method of least squares.

Finally, Blum proposed yet another method in [13]. Inside the
magnetosphere, B = -- Vfl = curl A, and on its boundary

m = p4cos,X, (1.4)

a_ffio" (l.5)
On

Here _/_n denotes the derivative along the surface normal, and it
is understood that Eq. (1.5) is written for points infinitesimally
close to the magnetopause on the magnetosphere side.

Let the angle _ between M and U be equal to 0 or _. Then Eqs.
(1.4) and (1.5) can be rewritten in the respective forms

c (,.,e).: Q(,.,e)± 1/_-_.,'.,,ine- x = o, (l. 4, )
F(r, O)_r.si.O.A(r, O)-- C :0. C1.5' )
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Here A Is the magnitude of the vector potential (taken with the /169
proper sign), C and K are constants, and the sign in front of the
radical in (1.4') Is determined by the angle m chosen (0 or _).
The polar axls Is parallel to M; r, e, and $ are spherical cogrdl-
nates, and the angle $ is absent owing to the axial symmetry-of the
problem.

Equations (1.4') and (1.5') define a family of surfaces with
different functions fland A, which are determined from the equa-
tlonsaQ= 9. AA = 0.The surface belonging to both families must ob-
viously be the magnetopause. The functions fl and A are approxl-
mated by the first N terms of the expansions in Legendre polynomi-
als:

MM
Q = _ cmO -- _, (n + 1) d.PP.(cosO), •

N

_'-'-'=1

Here Pn and p, are, respectively, the Legendre polynomials andn
associated Legendre polynomials of the first kind. Substituting
these expressions into (1.4') and (1.5') and assigning N values of
the angle 0 = e;0 - 1,2...., N), at which these equations are satisfied

simultaneously, and also, for example, An (normalization condition),

we obtain a system of 2N transcendental equations with 2N unknowns
_O;),A,....,A._z,K [C = 0, since F(0) - 0]. Here the question as to

the optimum cholc_ of N and e = ej remains open (Blum [1S] chose N= 6).

Finally, Blum proposed in [14] an interpolation equation for
the surface of the magnetosphere for arbitrary angles m, which was
such that it yielded the known results for the cases _ = 0, n/2,_.

2. The Two-Dimensional Case

It is natural to attempt an analysis of the two-dlmenslonal
problem in order to advance further. Here it is possible to con-
sider a flow in the plane o£ the equator and a flow In the plane
of the noon-midnlght meridian.

Let us first examine the former possibility. In thls case,
the magnetic field B(x, y) Is perpendicular to the flow plane (x,
y). The stationary magneto_ddrodynamic equations for an infinitely
conductive fluid take the form

( m,) (2.1)p(v,W)vf--V p+-_- .

divp. = O, (2.2)
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_t(vxD) = 0 (2.3)

(the equation dlv B = 0 becomes an identity). Here p,p,B, u, B are,
respectively, the density, the pressure, the absolute magnitude of
the magnetic field, the velocity, and the magnetic field.

Equations (2.2) and (2.3) permit int;'-oductlon of the stream
function _ and .the potential $:

pv= {_., - _x}, ¢2.z ' )

_xB = {_x,q'v}. (2.3')

From here on, letter subscripts will signify differentiation with
respect to the corresponding variables. Let the velocity v have
the components u and q, i.e., w _ {,,q};'we then have from (2.2') and
(2.3')

r'I., q}= {_., - _.J, n{q, -- .} = {+=,+,),

whence 9 = _(_),_ �=--B/p,i.e., the ratio B/# is constant along any
streamline.

Let the flow scheme be similar to /170
that shown in Fig. 1. The region with
index 0 is a region of homogeneous flow
with constant parameters. Regions 0 and
1 are separated by a shock wave and re-
gions I and 2 by a tangential discon- ,ep_,
tinulty.

The equations agree with the gas- "
dynamic equations in the regions of con-

tinuity if the effective pressure Pef =
= p + BZ/8w is introduced. They also
agree on the shock wave if we also in- Figure I. Diagram of
troduce an effective internal energy per Supersonic Flow Past

Magneti - Dipole in
unit mass eel = ¢ + B /8wp [8]. It is Plane of Equator.
interesting to note that since B/p =

: = -$_(_) is continuous on the shock wave
i [8], while B/p - const in region 0, we have Blp ::const= Be/p, for all
: of region I; here and below, the subscripts O, l, and 2 will be
" used to indicate the region to which the quantities under considera-

tion pertain.

, _ Thus, the problem of the flow past the magnetosphere is mathe-
matlcally equivalent in the present formulation _.;o the problem of
a homogeneous supersonic ideal-gas flow past a blunt solid body
with the shape of the magnetosphere (both the equations and the
boundary conditions are the same) Here th4 role of the velocity

_. of sound is taken by
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4---'_"e P="

Here _._s t.L_ velocity of sound and S is the entropy.

Many studies have now been d voted to numerical methods of
solving two-dlmenslonal blunt-body flow problems (those of Belo-.
tserkovskiy, Telenln, _nd othe_).

Thus, the following scheme can be proposed for numerical
solution of the problem stated. We assign the boundary of the
magnetosphere. We solve the problem of supersonic gas flow past
a blunt solid body with the same boundary by one of the known
methods. We find the distribution of effective pressure along
the boundary of the body and, consequently, along the outer sur-
fac_ of the magnetopause. We the_ solve the _roblem of a gas flow "_

with the equation of state Per = Fs(S)pY + Qs(S)p z (assuming that

S = const along a streamline, i.e., IF,(S)= (I/V)_), Qs (_ =i_&Q'_))
inside the region of the assigned boundary. Thus, we obtain the i
distrloutlon of e_fective pr_ _ure on the inside of the magneto-

pause. Gen_rally speaking, we find that Pefl _ Per2' while equal- '_
Ity should prevail for the boundary sought. We therefore adjust
the shape of the boundary, repeat the calculation, and "so forth

until _efl _ Per2 w_.th the desired accuracy. It is natural to take

the surface obtained in the approximation in which Pef '_ c°stX on ,
_ the boundary as the i_Itial boundary of the magnetosphere. _

The following difficulty arises In solution of this problem. /171
While the flow past the magnetosphere is unlque_y defined for the
assigned shape of its boundary (this is postulated and S confirmed
by computational practice in all calculations ol supersonic ideal-
gas flows past blunt bodies), the flow inside the magnetosphere Is

by no means uniquely determinedbythe boundary condition Pefl " Pef2"

In fact, substituting (2.2') and B/p= --_ into (2.1)-(2.2) and
assuming p _ pY, we obtain

The sense cf the functions F(¢) and Q(¢) is clear from the re-
lation
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The functions are uniquely defin@d in region I. Namely, Q(_)=
_m_t = B:/4apo'.and F($) is uniquely determined from the slope of the

shock wave at each point and by the parameter_ in region 0; however,
the shape of the shock wave is uniquely defined by the pars.meters
of the homogeneous flow and by the shape of the body in the flow
(with the above reservation).

This is not the case with the flow inside the magnetosphere.

1I", without loss of generr.lity, we regara the curv_ ¢(x, y) = 0
as the streamllne passing through the vertex, i.e., also through
the bot'ndary of the magnetosphere in the particular case, the solu-
tion of system (2.4) inside the _gnetosphere must satisfy only
the condition

3"

on thin boundary of th_ m_netosph2re. Othex_cL_e the functions
F,(_) and Q2(_) ar.e arbltrar./. This property corresponds to our
freedom In dlztributing the entropy S along the str_.amlines (since
we have S = S(_)). The form of these functions depends on the
initial conditions that prevailed before the flo_ became station- :
ary. Iu particular, if the flow was initially nonvortlcal, it
will remain nonvortical (the Thomson theorem, which is applicable
because the premiere has b_en r_duce_ to a purely gasdynamic prob-
lem). _

I* is interesting to note that of all the forms of potential
flo_s, only those for which F2(¢) = const and q2(_) = cons_ suit
us.

]n fact, let the flov" be potential, i.e., let curl v = 0 in
regloz 2. Then

vt
,otv X v-------V- T �(v,V)v :0,

where • is the absoluLe value of tae velocity. Thus, we con rewrite

Eq. (2.1) ( I t,.e assumption that _ef = (II¥)FO_-P'/'QP'in the form

, (+ , )OV_,=--V FP_-t-TQp2 . (2.1')

: Projecting this equat_:n onto the streamline and integrating
along the latter, we obtain

t

I _This holds if the time elapsed since establishment of the steady
snare is not yet too long, since otherwise even a very small ef- ' •
fective visoosity may make itself felt.
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T+'' (T- + Q($}. = C(,F). (2.1")

t
Eliminating v = from (2.1') and (2.1"), we find that 1'(7--1) pvp, /172l

+Tp'Q,=G, wherever V_O. The equalltiesP,(O)=Q,(O)=E,(O)=Oap-

pear improbable except when F_,--Q_-----G_-_O. Another possibility, the
case p=p(_), must be elin.inated, since then p = const along the bound-

ary of the magnetosphere and, consequently, Pef2 fficonst, wh_.h-_,-

not be, since v varies from 0 at the vertex to U at infinity along

the outer boundary of the magnetosphere and, consequentl#, Pefl =
= Per2 al_o varies. -

Thus, if the flow inside the magnetosphere is potential, we
have F,(_I,),= Fj(TJ),Q, ($), ==Q..(O).G, (_) = Q (O), and v and p are related by
(2. i").

_ne relations F2(_), Q2(_), and G=(_) can, in p_'inciple, be ._
determined from experimental data. Indeed, let there be a satel-
lite whose trajectory lies in the equatorial plane, _ith the ,pogee
outside the magnetosphere and the perigee in the upper layers of

the ionosphere. Let the distributions of p, B, p, and PVn, dhere

vn is the plasma-velocity component perpendicular tc the tz,aJectory

of the satellite (and lying in the equatorial plane) be meacured
along some revolution in orbit. Integrating along the trajectory
from the boundary of the magnetosphere in the direc"ion toward the
earth to an arbitrary point s, we obtain

@

where ds is an element of length along the trajectory_ (see [15]).
We then find F($) and Q($) from the formu±as ,p= 0h_)¥($)o",B'ISn =

= V,'__($)p'.The function G(_) can be found from (2.611 if we also
measure the d_stribution v(s) and determine 7 from data on several
orbital revolutions (it is obvious ,.hat, in principle, data from a
single ascent or descent are sufficient to find all of the quanti-
ties).

In conclusion, let us dwell briefly on the difficulties of
the present formulation of the problem from the standpoint of ap-
plication to the real pattern of flow past a three-dimensional

magnetic dipole in the equatorial plane, apart from neglect of the
inclination of the dipole axis to the plane of the ecliptic, and
the difficulties noted in the introductory remark as being common
to all of the f_ow problems considered here.

When we write the equations of motion in the fo:.-m(2.1)-(2.3),
it will make sense to leave only the term with _BliSn only if it is
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discardedlarge by comparison with the term -_(B.V)B, i.e., if

V-.y->.IIB. VIB ]. This is clearly not the case for empty space.

Indeed, in this case curl 8 = 0, and, consequently, curl Bx P_
Bi

-_--V-_-+(D,V)B=0. i.e., these terms are even equal to one another.

In particular, this is also true for the field of the magnetic di-
pole, from which the field in the magnetosphere does not, as we
know, differ too strongly (except for regions near the boundary and
in the tail).

It is not now clear to what degree this affects the reasonable-
ness of the problem statement considered above.

As we noted at _he outset, this problem was originally formu-
lated in the quaslhydrodynamlc frame of reference by N.V. Samokhin
in the paper [4], which, however, contains a number of errors that
substantially discredit the results obtained in it.

.,

In the case-under consideration, the system of quaslhydro-
dynamic differential equations agrees formally with the system of
maEnetohydrodynamic equations, the only difference being that the
transverse component ,P41takes over the role of the pressure. But
the conditions on the discontinuities, and on the shock wave in
particular, ar_ .ifferent. One free parameter appears in the con- /173
dltions on the shock wave (since Pi and _ appear now in place of

the pressure p), and a value must somehow be chosen for it. But
even if it is chosen such that the position of the shock wave coin-
cides with that calculated in the magnetohydrodynamic approach,
there still remains a randomness similar to that discussed above

as affecting the choice of the functions F(¢) and Q(W) in the re-
gion of the magnetosphere.

Samokhin ignores these facts and proceeds as though the flow
pattern were uniquely determined by the parameters in the undis-
turbed region and by the dipole singularity of the magnetic field
in the magnetosphere. In addition, it is quite doubtful that solu-
tions with surfaces of discontinuity could be obtained by using
only the quasihydrodynamic dlfferentlal-equation system without
the relations on the discontinuities.

Let us turn to the next possibility, i.e., treatment of the
flow in the plane of the noon-midnight meridian as a two-dimen-
sional flow. Here there have been a number of studies in which
substantial advances were made as compared to the three-dimensional
case.

V.N. Zhigulev and Ye.A. Romishevskiy [16] (and also Hurley
[17]) assigned the pressure on the boundary in the form p = PdCOSZX.

Within the magnetosphere, curl B _ 0 and div B = 0 everywhere ex-
cept at the coordinate origin, in which the magnetic dipole was
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situated. Using the conformal-mapping method known in the hydro-
dynamics and electrostatics of two-dimensional fields, the authors
obtained formulas for the bounds2y (and for the magnetic field in-
side the magnetosphere), in analytic form. Since the answer was
obtained in the form of a series, we present it here in closed form.

Let the complex potential F(z) of the magnetic field have a
dipole singularity at the origin:

Z

i.e., the angle between the direction of the solar wind and the
axis of the magnetic dipole equals a, while the magnetic moment
of a unit length of the field source equals M. Let a > 0, and let
the point coordinates be x and y, with the x axis coinciding with
the direction of the solar wind; Then the equation of the bound-
ary in parametric form is

o.5 = y =

" n

--co_-- 1 _ ]be n_2._-- a;

(_ = -- _ (In l f -- _s (_ + a)] -- In i sin _ J+

Atkinsbn and Unti [18]
#

Mm_,dc_ solved the problem for the case
= w/2 in the same formulation

NeV_ and by the same method as Zhigu-
lev and Romishevskiy, _rom whomS

they varied in assuming the pres-

\ ence of a neutral layer of in-
finitesimal thickness In the

__ _uqm_e equatorial plane on the night
side (Fig. 2) in an attempt to

Figure 2. Diagram of Super- approximate the real structure
sonic Flow Past Magnetic Di- of the tail [19]. In the last
pole in the Plane of the step, the problem was solved
Noon-Midnight Meridian with numerically for various values

of the magnetic flux C in the
Consideration of the Neutral tail. The calculations indicated
Layer of the Tail (.a = w/2). that:
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1) the position of the vertex of the magnetosphere is not /174
very sensitive to the value of C;

2) sensitivity is slightly higher at the neutral points, but
still low;

3) the position of the inner margin of the neutral layer (the
outer margin is at infinity) depends strongly on C.

The authors offer the opinion that the results of solution of
this two-dlmenslonal problem permit inferences, even quantitative
ones, as to the results of solution of the three-dimensional prob-
lem. For example, the section through the magnetosphere In the
plane of the noon-mldnight meridian differs little in the three-
dimensional problem from that in the two-dimenslonal problem, even
to the positions of the neutral points. This is, we might add,
despite the fact that the magnetic field of the two-dlmensional
dipole %I/r 2, while that of the three-dlmensional dipole _I/r _.

A different approach is developed in the papers of Yu.S. Sigov
[20, 21]. While the same conditions as in the studies set forth
above are used inside the magnetosphere, a noninteracting-particle
model is used outside the magnetosphere, with mirror reflection of
the particles from the latter's boundary. The author assumes the
presence of a homogeneous and Isotropic background that creates a
pressure p0 = const on the boundary and an ensemble of fast parti-
cles whose distribution "in the neighborhood of the magnetosphere
is such that their pressure on the boundary S can be written as
the pressure of an ensemble of particles defined on a certain
cylindrical surface C, of radius r, centered at some fixed point
(for example, at the coordinate origin), and each fast particle
moves at a velocity v toward the center, undergolngmirror reflec-
tion from S" [21]. In the general case, the velocity v is not fixed,
and there are distribution functions _. ,(v,_,_) for the ions and

electrons. Here ¢ and r, are the polar coordinates of a point on
the circumference of C0.

Conformal mapping is again used in this study, and numerical
calculati6ns are made in the last step. True, it was assumed in
the calculations that #,= ],= ,,.F(_)6(v--_3, where 6 is the Dirac
delta function. Here the function F(¢) is tkaen in the form F(¢) =

= i+_ ,where A is a parameter, and 0<_t.' In particular,
this form of F(¢) implies that the ankle a=_J2_

The author showed that other interpretations of the results
are possible. For example, it may be assumed that the fast-parti-
cle source is a surface near the surface of the shock wave.

Thus, the pressure distribution along the cuter boundary of
the magnetosphere is assigned in all of the above studies, even in

4
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two-dimensional p2oblems, in a form that permits separation of the
solution of the problem of flow past the magnetosphere from cal-
culation of the shape of its bo,mdary. The presence of plasma in-
side the magnetosphere is also neglected.

Let us now write an equation system for solution of the two-
dimensional problem in the framework of magnetohydrodynamics. We
have (using the same notation as above)

p(,,.V),, = -- Vp+ -_-rot B x B. ( 2.5 )

(2.6) /175
div I,v = O,

rot(v x B) = O, (2.7)

divB -- 0. (2.8)

Let us assume that B lles in the flow plane (x, y). From
Eqs. (2.6) and (2.8)

pv= {_y, -- V=}, Z3= {0,, -- O,}. (2.9)

We h_ve further from (2.7) vx_= V_={0, 0, 8q,18z}={O. 0, const}, i.e.,
a constant in the continuity region. In the case under considera-
tion, the electric field-strength vector E = --(llc)_× B is perpen-
dicular to the flow plane and therefore tangent to.a surface of
discontinuity of either type. But, as we know, the electric-field
components tangential to a surface of discontinuity are always
continuous. As a result, v x B= U x _, through the space in which
there is matter. From this we also obtain from (2.9)

p_ x _ = k (_o,--_ue_) = u x _o,

i.e.,

,I,_,- _,o_= a.p. (;,.lO )

Here k is the unit vector along the z axis and the constant a
=+ I[Z x r,I.

From (2.9) :

,o,.={oo
from which

prot, X , ==-- [(_)= + (_)J,,. (2.11)
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Similarly,

rotB x D= -- AO.VO. (2.12)

Using the identity (v,V)_--Vv'j2+ curl _xv, substituting (2.11)-
(2.12) _to (2.5), and remembering that P---i(_)P" together with
(2.10), we finally obtain

- v 11(_)o'1- _E _o. re,

_,- _,oz= a.p. (2.14)

If we disregard the fact that the function f(@) is unknown,
we have obtained a system of three equations with three unknown •
functions: p(x, y), #(x, y), and 8(::, y). To them we must add the
conditions at the discontinuities --the shock wave and the magneto-
pause. As for the choice of the function f(_), we may repeat here
the arguments regarding selection of the function F(@) that were
given above'in connection with the problem of flow in the equatori-
al plane.

The msgnetlc field, i.e., the function e(x, y), can, if de-
sired, be excluded from this equation system. This is done by
scalar multiplication of both sides of (2.13) by the vector
{--_,,_=}and application of Eq. (2.14). We then obtain

ao= P. (2.15)

Substituting (2.15) into (2.13), we obtain /i76

v0= {Q,n}. (2.16)

Here P, Q, and R are functions that depend on p and @ and their
derivatives wlth respect to the coordinates but do not depend on
the function O and its derivatives. From (2.15) and (2.16;._

+ a. aQ a.a-'V --6": P' --6" :"W" '

i.e., we obtain a system of two equations with two unknown func-
tlons _ and p. Using (2.16), e can also be eliminated easily from
the boundary conditions and from the conditions on the discontinui-
ties.

As compared with the case of equatorial-plane flow, however,
we may make the following remark here. Bet U x B0+0. If the
boundary of _he magnetosphere is regarded as a tangential dis-
continuity, B tends to inf'nity over the entire boundary of the

: magnetosphere in virtue of the condition _ x _ = U × B,, since
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_IB. on it. This can be avoided if we assume that the magnetospher-
.ic boundary separates a region occupied by plasma with a frozen
magnetic field from a region occupied only by the magnetic field
and is not a tangential discontinuity.

Let us first consider the auxiliary p_oblem of the flow of a
supersonic plasma stream descrlbedby the magnetohydrodynamic
equations with infinite conductivity and without viscosity past a
solid dielectric (without magnetic susceptibility). At infinity,
we should havelp-+po, p-+po,_-+U,B-_Bo, and on the contour of the

body vn = 0, where vn is the plasma-velocity component normal to

the contour. We make the natural assumption that these condi-
tions uniquely define the flow pattern. In the absence of a frozen
field (B0 = 0), this assumption is, as we have noted, generally
accepted, and it has been c_nfirmed by computational practice.

Then the fundamental scheme of the solution to our problem
will take the following form in the light of the above. First we
determine the velocity and density fields v(x_ y) an_ p(x, y) of
the plasma. We then find the magnetic field B(x, y) over the en-
tire flow region from the known velocity and density fields. The

magnetic field component Bn normal to the boundary of the body is

determined from the plasma velocity along the boundary by the
formula B, = iB, X U I/u. Assuming that there are no extraneous cur-

rents in the dielectric, we conclude that the tangenwial magnetic-
field component is absent near th_ Ooundary inside the'body, while
the no_al component is known.

It is easily seen that the problem of determining the mag-
netic field inside the body then reduces to a Neumann problem and
has a unique solution.

We now consider a second auxiliary problem. Let there be a
certain region with currents flowing along its boundary, a mag-
netic dipole within it (at the coordinate origin), and no field
on the outside. On the inside, the field is described by a func-

tion e(x, y) such thatiB= {0,-e,}, A0 = Oover the entire region,

except for the origin. It can be assumed without loss of general-
ity that the boundary of the region coincides with the curve

= 0.

Let r - ROe) be the equation of the boundary in polar coordi-

nates. Then we have on the inside 0=-- z--M-sin(_--W--x(r,W.AX=0r

and the function X has no singularities, while X= j-_,n{_--2Ms"\ m) on

: the boundary. Here M and _ are the parameters of the dipole. Thus,
the problem has been reduced to a Dirichlet problem and has 3
unique solution.

\
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Let us now return to the first problem and place a magnetic
dipole inside the region and extraneous currents on the boundary
such that their magnetic field and the dipole field cancel one
another in the external region. There will obviously be no change
in the flow pattern, and the magnetic field in the dielectric will
be a superpositlon of three fields: from the magnetic dipole, from
the extraneous currents in the dielectrlc along its boundary, and
from the current_ flowing in the plasma. Here, according to the
above proof, the magnetic field inside the dielectric will be de-
termined uniquely for the flow pattern found, and its determina-
tion will reduce to solution of the familiar Neumann and Dirlchlet

problems for a slngly-connected region. The equality

BI

will be satisfied on the boundary of an Isotroplc dielectric in
virtue of the momentum-flux continuity condition. ._

Here the subscripts 1 and 2 refer to the plasma and the body,
respectively. By varying the shape of the body, we can arrive at
a situatlo_ such that p2 = 0 over its entire boundary. Now, re-
moving the body, we obtain the solution of the problem of finding
the boundary shape of the magnetosphere for the flow pattern de-
scribed. In the resulting solution, we no longer have B over
the entire boundary, but only at the vertex (and at the converg-
ence point of the stream). However, it may be hoped that the flow
pattern will change only slightly and the field at the vertex will
remain finite when consideration is given to a finite but large
conductivity.

Unless we posit the absence of plasma in the cavity, the
solution becomes nonunique. Here the verszon with an immobile
plasma in the cavity must be rejected, since in this case the mag-
netic field tends to infinity over the entire region occupied by
the immobile plasma.

We note also that in the case of equatorial flow there is no
solution with a plasma-free region, since the magnetic field is
constant in such a region.

3. On the Nature of the Magnetopause

In all of the ca_es considered above, the magnetosphere was
treated as a tangential discontinuity (if the condition p _ cos2×
is treated in the hydrodynamic _ense). At the ssme time, the mag-
netohydrodynamic equations admit of interpretation of the magneto-
pause as a rotational discontinuity characterized in the general
case by a mass flux across the surface of discontinuity, the pres-
ence of a magnetic-field component B normal go it, and continuity

n :
of the density and the absolute value .of the magnetic field [8].
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According to [22], the plasma velocity near the magnetopause
is directed tangentially to it, a point in favor of its treatment
as a tangential discontinuity.

The papers [23] were devoted to the variations of the magnetic
field during passage across the magnetopause. It was found that,
as a rule, there is no normal magnetlc-field component, although
this component is sometimes nonzero during magnetic storms.

Finally, in a study devoted specifically to the problem in
question [24], analysis of magnetlc-measurement data did not indi-
cate the existence of rotational discontinuities in spite of the
favorable (according to Petschek) circumstances -- high geomagnetic
activity w_th a rather strong radial (with respect to the sun) in-
terplanetary-field component.

CONCLUSIONS

A review of papers devoted to theoretical calculation of the
magnetosphere's boundary in the three-dimenslonal case indicates
that, despite the use of a number of assumptions that simplify
solution of the problem (absence of the interplanetary field, ab-
sence of matter in the magnetosphere, a simple formula for the
pressure on the boundary of the magnetosphere, specific statement
of the relative orientation of the dipole moment and the solar-
wind direction, and various others), it has not been possible to
complete the calculations correctly (in the mathematical sense).
In each of the methods considered, additional simplifying assump-
tions (such as unjustified selection of the number of free param-
eters, the form of the approximating functions, etc.) were intro-
duced in the process of integrating the equations used. From this
standpoint, Beard's method would appear more correct than the
others (and i_ does, incidentally, "pass tests" rather well as
compared with the exact solution of Zhlgulev and Romishevskiy).

It appears that numerical solution with acceptable accuracy
within the magnetohydrodynamic framework is possible at the pres
ent time only for the tw_-dlmensional problems.

Solution of the problem within the framework of magnetohydro-
dynamics would make it possible to estimate the influence of the

interplanetary magnetic field and the presence of plasma in the
magnetosphere ° on its boundary. It would hardly make sense to
use the quaslhydrodynamic equations at the present time, since
we do not know an additional condition that would make possible
unique calculation of the parameters on one side of the shock wave
from their known values on the other side. It apparently makes
sense to regard the boundary of the magnetosphere as a tangential
or rotational discontinuity.

_The only solution with consideration of the presence of plasma in
the magnetosphere was carried out in [25], but without considera-
tlon of the solar wind.
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We note also that solution of the problem in the magnetohydro-
dynamics framework would make possible simultaneous deternlnation
of the magnetic field within the magnetosphere.

The author is deeply grateful to A.I. Yershkovich for his sus-
tained interest in the work and numerous helpful discussions.
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TRANSPORT OF CHARGED PARTICLES IN TF_ EARTH'S MAGRETOSPHERE

(Translationof "'0perenose za_azhennykh chastits v magnitosfere zemli.")

V. P. Shalimov

ABSTRACT

A review of recent data on and conceptions of processes in
which high-energy particles are transported across magnetic
shells in the earth's magnetosphere is preserted. The proc-
esses discussed include adiabatic processes (with conservation
of all three adiabatic invarlants of charged-particle motion
in the magnetic field), diffusion processes (with violation
of only the third or third and second invariants), and the
so-called fast nonad_.abatlc processes, which appear to result
from the action of strong electric fields. Conve_tion o_ the
magnetospherlc plasma is not considered. With 140 source
citations.
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TRANSPORT OF CHARGED PARTICLES IN THE /179
EARTH'S MAGNETOSPHERE

V.P. Shalimc;

At the end of the 19t0's, &rogress in the study of outer
space had led to the emerzence of a new composite branch of geo-
physics -- the physics of the magnetosphere, A number of review
papers have been devoted to research in this field (see, for ex-
ample, [1] and its bibliography), but even the most recent of these
reviews [1] does not adequately reflect such very recent results
as the concept of magnetospheric substorms that has been developed,
apart from Journal articles, in the ;,onograph [2], or Flank's dis-
covery of a solar-wind prcton fraction with energies from 5 to 50
keV that correlates distinctly with geomagnetic disturbances [3],
a discovery that, in combination with registration of such pro-
tons in the transitlonal region, the tail of the magnetosphere,J

and the region of the "r_ng current," enabYes us to speak of in-
jection of these particles into the magnetosphere as the cause of
many geophysical phenomena [4, 5].

The purpose of the present study is to present a comprehen-
sive review of the phenomena of charged-particle transport in the

earth's magnetosphere in the context oflpresent-day achievements
and problems in ma_netospherlc physics.

I. Adiabatic Transport of Charged Particles in the Earth's Magneto-
sphere

It is known (see, for example, [6]) that the motion of
charged partlcle_ in the geomagnetic fleld can be considered by
two methods. The first is due to St_rmer; it consists essentially
in finding the first integrals of the motion and zoneb that are
allowed and forbidden to particles _n space, with subsequent nu-
merical integration of the trajectories. This method is conven-
ient for magnetic fields that exhibit symmetry (for example, the
dipole fields); in the real geomagnetic field, on the other hand,
the particle trajectories are investigated numerically from the
very outset. But when a particle describes a very large number of
loops, the calculations become difficult even when modern computers
are used. This approach is therefore used only in study of cosmic
rays (for the present state of the problem, see, for example, [7]).

The second method is the (Aifven) perturbation method, which
considers the motion of particles in a magnetic field with small
ir_omogenelties. It has come into extensive use in space-physics
problems, and its development has led to an adiabatic (drift)

:The review will deal basically with work published no later than
1969.
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theory of charged-particle motion [6, 8].

In the drift approximation, each charged particle has three
l._9tionsin the geomagnetic field: Larmor rotation, oscillations
along magnetic lines of force between mirror points, axjd an azi-
muthal drift around the earth (owing to magnetic-field inhomo-
geneities and t_e curvature of the lines of force). 2 in the case
of slow spatial and temporal variation of the field, a certain
constant (accurate to first-order terms) quantity --th(_ adiabatic
invariant -- corresponds to each type of motion. For the Larmor
rotation, given small space and time variations of the magnetic
field during a revolution, the "orbital magnetic flux" is con- /180
served (in the nonrelativistic case, the first adiabat!_c invariant
would be the magnetic moment of the particle). The se,_ond "longi-
tudinal" invarlant is preserved for oscillations between reflec-
tion points in the case of insignificant field variations during
a period. On the other hand, if the magnetic-field va?iations
are small during a revolution of the particle around t_e earth,
the magnetic flux across the surface along which the gJiding center
of the particle drifts will be the third adiabatic invariant.

The conservation equations of the three invariants describe
the relation between the velocity (momentum) and pitch angle of
the particle and the parameter of the invariant shell along which
its guiding center drifts at various points in time. This equa-
tion system can be used to describe not only the stationary dis-
tribution pattern of the trapped radiation in the earth's mag:,eto-
sphere, but also the processes of adiabatic charged-p_Lrticle trans-
port in the slowly varying geomagnetic field.

The effects of these processes during magnetic storms were
first discussed in [9, I0]. Particle-flux intensity decreased
with decreasing geomagnetic-field intensity in the main phase and
increased with its increase in the recovery phase of the storm.
This effect was interpreted as reversible betatron particle ac-
celeration. The problem was developed further in [ll-iB]. The
time variations of the electron and proton fluxes in the outer
radiation belt and their correlation with geomagnet_ :-field varia-
tions have been under study by numerous investigator_ right up to
the present time (see, for example, the reviews [14,'15]). Par-
ticularly detailed data have been obtained on the be Aavior of
particles during the storm of 17-18 April 1965 [12, 6-21], when
both adiabatic and nonadiabatic effects were obserw d.

Particle transport has been examined theoretic_ lly In var-
ious models of the geomagnetic field with conservat on of the
invariants [9, 12, 13, 22-25]. It was shown in [13 that the

2A corresponding additional drift arises in the pre_ence of an
electric field (or other forces of nonmagnetic ori&in). In the
earth's magnetosphere, electric fields have a strong influence
on the motion of _articles with energies _i-I0 keV.

249

f

1975005635-252



reversible betatron acceleration can be regarded in the drift ap-
proximation as the result of simultaneous operation of two beta-
trons -- a g_robetatron and a drift betatron. Their electric eddy
fields act along the Larmor circle and along the drift trajectory
around the earth, respectively. This description is equivalent to
conventional calculations using adiabatic inva_iants (see, for ex-
ample, [12]), but since each betatron pertains to a characteristic
type of motion, this separation is physically natural and casts
light on the relation between particle acceleration and the vary-
ing magnetic field. We note that the gyrobetatron produces 40% of
the total acceleration, and the drift betatron 60%, i.e., the
latter is 1.5 times stronger; in addition, the betatrons may act
in opposition to one another (depending on the model of the mag-
netic-field disturbance). Attention should be drawn to the fact
that, according to [13], oscillation along lines of force in the
geomagnetic field does not introduce an additional acceleration
during adiabatic disturbances. This can be understood if it is
remembered (see [6], Sec. 2.3.7) that when a particle is reflected
from a moving magnetic mirror, it experiences betatron accelera-
tion inside of the mirror and, consequently_ the Fermi a_celera-
tion will be the only manifest effect of the gyrobetatron in the
case under consideration.

The variation of the particle angular distribu=ion and energy
was studied in [22] for a given variation of the magnetlc-shell
parameter L and con3ervation of the first two adiabatic invariants
(see also [23], Sec. 4). These results can also be applied to adia-
batic transfer if the variation of L is obtained from conservation
of the third iztvariant. 3 In [24], elementary models of the geo- /181
magnetic field during a storm were used to examine the behavior of
trapped particles for which all three invariants are conserved.
An axisymmetric geomagnetic-field model suitable for description
of the disturbances in the main and recovery phases of geomagnetic
storms was proposed in [25], w'ich also examined the adiabatic
transport of particles during the recovery phase. It was shown
that this process may be effective for particle filling of the
trapped-radiation belt if, of course, the adiabatic_ty conditions
are violated with injection of fresh particles into the earth's
magnetosphere during the storm. In addition, such irreversible
effects as loss of charged particles, for example, by spillage
into the upper layers of the atmosphere, may also be important (see
[24]).

Adiabatic effects interest investigators not only because
they make a substantial contribution to the dynamics of the

SWe should note that adiabatic displacements are reversible, i.e.,
the original particle distribution is reccvered when the initial
magnetic field is recovered. In the case of axial symmetry of
the magnetic field and the disturbance, reversibility follows
directly from conservation of the generalized angular momentum
(see [23], §4).
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trapped radiation, but also because it is often difficult with-
out knowledge of their action in the real geometry of the geo-
magnetic field to identify the nonad!abatic effects associated
with violation of the invariants. Several examples illustrating
the above are given in [26]. Thus, when the usual (B, L) McIl-
wain coordinate system was used to process the experimental data,
Explorer 12 measurements of charged-particle fluxes for 24-27
September and 4-10 October 1961 showed "diffusion waves" -- diffu-

sion of particles toward the earth across L shells. _ However, con-
sideration of the symmetrical rlng current and the currents flow-
ing along the surface of the magnetosphere (for certain models)
introduced such large corrections into the B, L coordinates that
the particle adiabatic transport effects came to predominate in
these measurements and the manifestation of radial diffusion was
reduced to practically nothing. Another example in which nonadia-
batic effects were distinguished against an adiabatic background
is given in [21].

2. Diffusion of High-Energy Charged Particles in the Outer Radia-
tion Be]t

Kellogg [33] was the first to suggest the idea that charged
particles are transported across magnetic lines of force under the
action of disturbances that violate the third (flux) adiabatic in-
variant (with conservation of the first two). This transport is
accompanied by betatron acceleration of the particles, s Radial
diffusion under the action of large-scale geomagnetic disturbances
arising as a result of a change in the solar-wind pressure on the
boundary of the magnetosphere has attracted most of the attention
(see [35-38, 23, 39-42J). The marginal case of small-amplitude
electromagnetic disturbances has also been examined [43], and ef-
fects of time-dependent large-scale potential electric fields 6 [45-
46] and the appearance of field fluctuations of _,uospheric origin
[47] have been studied. Immediately following [ , the changes
in particle energy and pitch-angle distribution . :iolation of
the third invariant (without specific statement oi the transport

mechanism) were calculated in [48], whose authors also compare the
results with the experimental particle distribution in the outer
radiation belt. Particle diffusion in the coordinates m, B (a, B
are the Euler potentials, see, for example, [8]) was considered in
[49] (see also [34]).

_Similar "diffusion waves" were also observed by the authors of
[27-32]. For a theoretical analysis, see §13, 14 in [23].

SSee [34] for an up-to-date survey of papers on radial diffusion •
with violation of the third invariant.

eIt is suggested In the review [45] that such fields may be asso-
ciated with magnetic bays; an'electric field due to convection in
the magnetosphere is analyzed in [46]. :
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In most of these papers, particle diffusion was described by
the one-dimenslonal Fokker-Planck equation, whose coefficients - /18___22
the mean and root-mean-square radial particle displacements - were
determined in accordance with the proposed model of the disturb-

7_uce.

When the geomagnetic field was considered to be closing into
the magnetos_heric plasma, it became possible to find a general
relation among these coefficients and reduce the Fokker-Planck equa-
tion to a diffusion equation [51, 52]. A similar relation was
also obtained in the case of arbitrary stochastic electromagnetic
disturbances [53, 54].

4" ,In [39- c] particle diffusion in the dipole field under the
action of electromagnetic impulses was studied with numerical
models without expahding the field in series and with no frozen-
field hypothesis (the electric-field component parallel to the
magnetic field was not compensated). A somewhat different depen-
dence of the coefficients in the Fokker-Planck equation on the .!
coordinates was obtained. It should be noted that, although the
frozen-field approximation is widely used in papers on charged-
particle transport, it is a hypothesis that must be approached
quite cautiously, since conditions such that the electric-fleld
component parallel to the magnetic field is nonzero may exist in
the magnetosphere (see, for example, [6], Chap. 5, and [34]).

Comparison of the results of diffusion theory with experi-
mental data gives results that are both encouraging and discourag-
ing. Initially, the development of the theory of particle trans-
port under the action of sudden impalses' (see [36-38, 23]) yielded
rapid progress, and the agreement with experiment was so good (see
also [48]) that the basic mechanism of formation of the radiation
belts could be regarded as established [22]. But even in [38],
the diffusi3n coefficients obtained theoretically for protons
were found to be somewhat smaller than those needed to explain the
observed intensity distribution in the outer belt. Note is also
taken in [21] of the need to increase the diffusion coefficients
over the theoretically calculated values to account for nonadia-
batic transport o_ 100-1700-keV protons durin_ _he recovery phase
of a magnetic storm.

The method proposed in [56] for comparing the predictions of
diffusion theory with experiment brought out substantial disagree-
ments in the L profiles of proton flux intensity with a magnetic

7Concerning allowance for losses in the Fokker-Planck equation,
see, for example, in [23, 37, 38]. Diffusion of particles with
arbitrary pitch m_gles was considered in [50].

J
'Concerning sudden impulses, see [55].
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moment exceeding the assigned value. _ Application of this method to
the calculations of [39] confirmed the conclusion of [56] to the
effect that diffusion under the influence of sudden impulses is ap-
parently not the principal mechanism forming the outer proton belt.
Nonstatlonary solutions of the Fokker-Planck equation also lead to
a similar conclusion [40, 41]. The times for diffusion from the
boundary of the magnetosphere to shells L = 4-6 are found to
be 1-2 orders larger than those determined from the data of [27,
32]. Even though the experimental material is not adequate for
categorical conclusions of any kind, it can be assumed (see [42])
that the role of diffusion under the influence of sudden impulse_
has been clearly overestimated, at least for protons with energies
below 500-1000 keV.

Concerning outer-zone electrons, we again have examples both
of agreement (see [23]) and of contradiction between theory and
experiment. The empirical radial diffusion coefficients calculated
in [57] for energies of 50-100 keV on L = 4-7 were found to be
more than an order lar&er than those expected theoretically. *°

The theory, of charged-particle transport in the real geomag- /183
netic field is greatly complicated by the need to consideF parti-
cle interactions with various types of waves in the magnetosphere,
which result in pltch-angle diffusion. A llst of possible proc-
esses of this kind is given in [59]. For a detailed survey on
pitch-angle electron diffusion, the reader is referred to [60],
which also contains a bibliography on resonant interaction of waves
and particles in the earth's magnetosphere. Here we wish to draw
attention only to the relation between pitch-angle _ ffuslon and
radial diffusion.

Not only the third, bJt also the second and first adiabatic
Invarlants may be violated as a result of resonant interactions.

If the disturbance has a period near that of the drifting mo-
tion of the particles around the earth, violation of the third
flux invariant results, as was shown in [61], in nonconservation
of the icngitudlnal invariant with the same degree of accuracy,
i.e., even if the electric field has a small amplitude, it becomes
impossible in this case to separate the oscillatory and azimuthal
drifting motions. _ The lon_Itudlnal Invariant is also violated
gThe good agreement oz" the results oz" [23, 3_-38, 4_J wlth measure-
ments for protons with energies above i00 keV is obtained automatic-
ally as a result of use of the Davis energy spectrum, which does not
permit detection of deviations of the L profile of intensity from
exponential.

1°Concerning electron transport coefficients for L <5, see also [58].

_If the electric field perpendicular to the magnetic field is so
large as to cause a considerable shift of the particle from the
original line of force during one oscillation between mirrors, the
inseparability of the oscillatory and drifting motions becomes ob-
vious (see [8]).

253

L_

d

1975005635-256



under the influence of disturbances with periods near the period
of particle oscillations between mirrors (ion-acoustlc waves, MHD
fluctuations, see [42] and [60]); disturbances resonant with the
particle gyrofrequency also violate the first adiabatic Invarlant.

The diffusion of the particles becomes anisotropic as a result
of nonconservation of the longitudinal invariant; for the most part,
the transport takes place, as before, across magnetic lines of
force, but there is also a shift of the reflection points that is
substantial for particles reflected at high latitudes. The latter
should, according to [61], be manifested in a change in the energy
spectrum of the trapped radiation along the magnetic lines of force,
but observed particle distributions in the belts do not confirm
thls effect. This may be because the bulk of the belt particles
have a pitch-angle distribution with a maximum of 90 °, and diffu-
sion remains practically one-dlmensional near the plane of the
geomagnetic equator, since the reflection points are shifted only
slightly at low latitudes.

j

A general analysis of anisotropic diffusion and its conse-
quences 12 is given in E623, where the conclusion is that diffu-
sion under the influence of slow disturbances with periods near
the azlmuthal.ldrift period of the particles is not the dominant
process. However, other types of disturb_Lices may be more ef-
fective (see K60S). Pltch-angle diffusion may result in "effec-
tive mixing" of particles along magnetic lines of force and equal-
ization of their energies.

Thus, it is more likely that the observed charged-particle
distribution in the outer radiation belt results from a combina-
tion of two different diffusion processes -- one with a constant
magnetic moment and another with constant energy.

The simultaneous operation of these processes has been ob-
served experimentally K6B-661 (see also K591), and such a "bi-
modal" diffusion in a dipole field was modelled numerically in
[67-69].

A lucid physical picture of the emergence of radial diffu-
sion as a result of pltch-angle scatter of the particles in the
geomagnetic field is drawn in [70, 71S. As a result of splitting
of mJ_gnetic shells (due to the absence of axial symmetry of the
field [72, 70S), particles with different pitch angles that be-
gin their azimuthal drift from the same line of force will have /18____4
different drift trajectories. In a complete revolution around
the earth, each particle will return to the same line of force
if its pitch angle has not changed during this time. Otherwise
the particle will experience a radial displacement whose _recUoa
will depend on local time and the sign of the pitch-angle change.

_2The diffusion coefficients are also discussed in [34, 50] as
they depend on the latitude of the partlcle-reflectlon points.

" .:
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The features of the tzapped-partlcle distribution in the geo-
magnetic field (pltch-angle and spatial distribution, nonuniform-
ity of drift velocity around the earth, etc.) are such that in the
range beyond the intensity maximum for particles of a given energy,
these particles 9re diffused away from the earth. The coefficients
of this diffusion, which takes place in first approximation with
conservation of p_rticle energy, were examined in [73, 74] and
found to be small. In addition, pltch-angle scatter carries belt
particles into the loss cone. Being, on the whole, more of a loss
mechanism than a mechanism puli_Ing particles into the belt, this
effect cannot therefore make a large contributlo_ to the formation
of the earth's radiation belts, although it will doubtless have a
certain influence on the particle energy spectrum. It appears that
this diffusion away from the earth (with energy conservation) is
combined in the geomagnetic field with a diffusion toward the earth
that increases particle energy (with conservation of at least the
first adiabatic invarlant), with the former mechanism more notice-
able during magnetically quiet periods and the latter more conspic-
uous during disturbances (see [63-66, 59]. It is noted in [59]
that when these transport mechanisms act successively, it becomes
possible for certain electrons to be subject to recurrent accele-
ration, and this may contribute to the formation of the high-
energy electronic component of the radiation belts.

3. Rapid Nonadiabatlc Transport of _,marged Particles

The preceding section was devoted to comparatively slow dif-
fusion processes of charged-partlcle transport in the magneto-
sphere of the earth. However, rapid nonadlabatic effects are fre-
quently observed. As a rule, they are associated with magnetic
storms (see, for example, Ill, 16-20, 75, 76] and the reviews [14,
15]) and with magnetospheric substorms ([2], Chap. 9).

If they are repeated, sudden onsets of magnetic storms may,
as one of the types of large-scale disturbances, cause diffusion
(see §2). Here we shall discuss the possibility of rapid trans-
port (and/or acceleration) of particles under the action of single
impulses.

In spite of the inadequacy and scmetimes uncertain quality of
the experimental material, some observations can be treated as
manifestations of this effect (for example, [75]). At least oi"
of several cases of registration of a rapid (during 1-2 min) in-
crease in the fluxes of protons with energies above 100 keV and
20-100-keV electrons that were cited in [77] was associated with
a sudden storm onset. Accardlng to [76], an increase in the fluxes
of electrons with energies above 300 keV on L = 5 began no later
than 2.5 hours after the sudden onset of the magnetic storm of 5-
ll February 1965. The lag time increased with increasing energy
(to 0.5 day for 1.0 MeV) for hlgher-energy electrons on the same
shell. Prolonged nonadlabatlc electron t_ansport from L = 5 to
L = 4 at an approximately constant velocity of 1.5RE/day (irrespec-
tlve of particle energy) was observed immediately after the sudden

255

Y
_L 1 k

1975005635-258



onset of the storm. Under quieter conditions, the diffusion velo-

city is much lower 13 (0.12-0.02 RE/day on L = 4 [28, 30] with pro-
portionality to LS-S).

Thus, a si_gle pulse of finite amplitude (such as the sudden
onset of a storm) may, in addition to nonadlabatlc particle trans-
port directly during the pulse, result in a substant_1 increase /18_5
in the diffusion rate during the period that follows. Calcula-
tions of the first of these effects with the Chapman-Ferraro model
were made in [79]. In addition, this effect appears as a constitu-
ent part in all studies of diffusion in the case of small disturb-
sauces (see _2). There has recently been a revival of interest in
this problem, both from the methodological standpoint [80, 81] and _
in connection with the possible geophysical consequences [82]. l_
As for the increase in the veloc_hy of diffusion, this effect is
most probably due to the appea_," e (or strengthening) of large-
scale electric fields of magn_t_herlc or perhaps ionospheric
origin during the initial phase of the magnetic storm.

We should note, however, that substantial departures from the
above scheme of high-energy-electron b_havior at the beginning of
a magnetic storm have also been observed. Thus, the first rise In
the electron fluxes during the storm of 18 April 1965 was not regis-
tered until 12 hours had elapsed after the sudden onset [18]. A
decrease in the intensity at the electron-belt maximum immediately
after the sudden onset of a storm is reported in [87]. The cause
of these effects is apparently to be sought in features of the
storm's development.

The magnetlc-fleld intensity decreases in the outer radiation
belt during the main phase of the storm as a result of develop-
ment of the "ring current," and effects of adiabatic transport of
trapped particles away from the earth are observed (see §l).
Against the background of this comparatively slow process, the
electron-flux intensities at all energies above 150 keV show a
sharp decrease that is approximately proportional to L _3±2 and In-
creases with increasing particle energy [15]. This phenomenon (see
in [87-90, 17]) is probably due to sweeping of many of the mag-
netlc lines of force into the tail of the magnetosphere both by

*31t is reported in [15] that "rapid diffusion" of electrons at
a velocity differing by more than an order of magnitude from the
quiet velocity often occurs after sudden onset (see [78]). •

*_Frank's discovery [83, 84] of particles with energies <50 keV,
which make the basic contribution to the "ring current," poses the
question as to the possibility of their transport into the mag-
netosphere (from shells with L _ 7-8 during quiet periods to L =
= 3-5 during a storm) during the initial [84] or perhaps the main
[84] phase of the storm. In addition, particle transport as a re-
suit of single application of a large-scale impulse of large am-
plitude may be substantial at the beginning of a magnetospheric •

substorm [86].
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an earthward motion of the neutral layer of the tail and as a re-
sult of an increase in the "ring current."

However, the intensity of ele=trons with energies above 40
keV does not always decrease during this period [30]. In addi-
tion, asymmetry of the magnetic-field disturbance during the main
phase [91-95] results from injection of "fresh" particles in the
evening sector of the magnetosphere [84, 4]. Their transport to-
ward the earth requires an electric field directed toward the west
on the night side of th_ magnetosphere. Since the increase of the
"ring current" is closely related to the development of polar mag-
netlc substorms [96-104] (with th_ maximum of the DP variation
leading the maximum of the main phase of the storm), it is possible
that electric fields arising during magnetospheric substorms are
the basic factor in particle injection into the trapping zone.

In [105, 106], followed closely by [I01, 102], the principal
role in particle transport is re,served for an electric field ac-
companing convective motion of the plasma from the tail of the
magnetosphere toward the earth; charged-partlcle transport during
the main phase of a storm with conservation of the first two adia-
batic Invariants under the action of a westward electric field
operating at high latitudes was examined in [85]; it was shown in
[86] that the required electric field can be created in the initial
phase of a magnetospheric substorm. The effects of various types .
of instabilities were also studied (Chap. l0 of [2]). However,

<

it is possible that charge-sepas'atlon fields may prove to be the
most important factor; they may arise in the so--called Alfven layer
(see [107, 108]) and as a resul_ of magnetospheric penetration of •
solar-wlnd protons with energies around i0 keV, whose azimuthal
drift enters resonance with the rotation of the earth [109].

In the recovery phase of the storm, there is an increase in /186
trapped-partlcle intensity (see, for example, [14, 15]) that can i
be explained in part by adiabatic [25] and slow nonadiabatic [21]
transport of particles toward the earth. The effects of the rapid
nonadiabatlc process are exemplified by a sharp increase in the
intensity of 150-1200-keY electrons [15, 30, Ii0] at the beginning
of the recovery phase. This may be due to the return of magnetic i_
lines of force that were previously swept into the tail. However,
an important peculiarity tha'c;has not yet been satisfactorily ex-
plained was reported in Ill0]: the fluxes of electrons with ener-
gies above 280 keV increase First of all on the inner L shells
(L _ 2-4), and then diffusion both toward the earth and away from
it is observed

Let us now examine certain transport effects observed during
magnetospheric substorms. The substorm concept, which is a rela-
tively new one (see [2, iii]), regards auroral and polar magnetic
substorms and other disturbarces of simiAar nature in the polar
ionosphere, as well as disturbances of the magnetic field and of
the charged-particle fluxes in the zone of _rapped and unstable
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radiation and in the tail of the magnetosphere as manifestations
of a single process.

The characteristic features of substorm development in the
ionosphere (see [2]) -- a sudden onset on the midnight side of the
auroral oval near its low-latitude boundar_ and subsequent propa-
gatlon of the disturbal,ce in all directions (but more rapidly to-
ward the pole than toward the equator and more rapidly eastward
than westward) - argue that some sort of local explosive process
takes place inside the magnetosphere where the magnetic lines of
force are still closed near the plane of the midnight meridian
with subsequent asymmetrical propagation of the disturbance to-
ward the earth, into the tail, and onto the morning and evening
sides. The same picture also emerges from correlation measure-
ments of the magnetic field and the fluxes of trapped and spilled
particles in the tail of the magnetosphere [ll2-115], at low altl-
tudes [115-122], and on a synchronous orbit [93, 123-127]. The
sudden increase in the flux intensities of both trapped and spilled
particles at low altitudes appears first near local midnight on
magnetic shells corresponding to the low-latltude boundary of the
auroral oval (at which point the development of a negative bay is
registered on ground-station magnetic records for this sector of
the auroral zone). An abrupt Increase in magnetlc-fleld intensity
from the low evening values is observed simultaneously on an ATS
orbit and at low-latitude ground stations near the midnight meri-
dian. On the ATS, the increase in the particle fluxes at all
energies is also observed first at around midnight, with a subse-
quent azimuthal drift of electrons toward the morning side and
of protons toward the evening side. "Islands" of particles in the
tall of the magnetosphere appear after registration of the cor-
responding spillage in the atmosphere and magnetic bays on h_gh-
latitude ground stations.

- Such space-time localization of the process, and the quasi-
periodic nature of the substorms, are dlff±cult to explain either
in partial-ring-current models 15 [128] or by recourse to cross-
connection of magnetic lines of force in the tail of the magneto-
sphere [105, ±06, 130-132]. The possible roles of instabilities on
the outer boundary of the capture zone [133, 134] and in the tail
of the magnetosphere [135] have also been studied. For a discus-
sion of these hypotheses see Chap. I0 of [2]. A possible relation
of substorms to oscillations of the geomagnetic tail is noted in
[136].

Conceptions of substorms as relaxation processes cause([ by
tensions in the tall of the magnetosphere are developed in [137].
According to [138], the causes of substorms are related to the

_SThe decrease in the geomagnetic-fleld intensity in the evening
sector of the magnetosphere can be explained by a partial ring
current (low-latitud_ negative magnetic bays are observed on the
earth in this sector) [129].
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internal structure of the magnetosphere itself, to the morning- /18____7
evening asymmetry of the magnetlc-fleld and plasma-layer configu-
rations on the night side. The local change in this conflgura-
tlon - a considerable shortening of the magnetic lines of force 16
accompanied by plasma convection -- is adequate to explain the ob-
served particle acceleration even without invoking fleld-annlhila-
tion mechanisms.

It is possible that the rotation of the earth, combined with
viscous friction as the magnetic lines of force are swept into the
tail, is an important factor in creating conditions for the appear-
ance of this process. In addition, the position of the plasma
(and neutral) layers of the tail varies continuously as a result
of the noncoln_Idence of the magnetic axis with the axis of the
earth's rotation, and this may influence Lne development of Insta-
bility in this la_er. .7

_ An attempt is made in [86] to link the initial explosive phase /
o£ the magnetospheric substorm with the formation (perhaps as a re-
sult of development of instability) of a region of increased resis-
tance on the margin of the tall current layer closest to the earth
near the plane of the m: Lnight meridian. The disturbance of the _

magnetic field due to the spreading of currents around this region
is modelled with the aid of an additional growing dipole whose mag-
netic moment is parallel to the moment of the terrestrial dipole.
The induced electric field supports transport and accsleratlon of

i charged particles in a significant volume of the low-latitude mag- f

netosphere.

Because of the complexity of the problem and the inadequacy
of _he experimental data, theoretical investigation of magneto-
spheric subs_orms has not yet advanced beyond hypothetical descrip-
tion of the possible processes and the development of numerical
estimates. Additional facts must be _ccumulatad to form a basis

! for a choice among the existing mode_s or the creation of newones. The electric fields du_ing substorms and the causes of
, their appearance remain unknown, and the relation of magnetospher-

ic substorms to magnetospheric penetration of protons with ener-
gies below 50 keV, which are so important in the formation of the

i "ring current," remains unclear [4, 5]. But even today it appears
certain that magnetospherlc substc'ms make the main contribution
to the dynamics of the earth's radiation belts.

i SThe importance of betatron and Fermi accelerat±on in collapse
_ of magnetic lines of force on the night side of the magnetosphere

was stressed in [131], which closely followed the ideas advanced

i in [139 ].
17In this case, the characteristic features of the substorms
should exhibit diurnal and seasonal peculiarities. The corre- i
sponding analysl ; has not yet been carried out. _
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! We have briefly discussed the characteristic features of cer-

taln processes of charged-particle transport in the earth's mag-
netosphere (we have not considered convective motions of the plas-

: ma; for a survey of this problem see, for example, in [140])_ We
have noted that these processes vary in importance, and are under-
stood with varying degrees of clarity. At the present stage, it
is natural that adiabatic and diffusion processes are mote easily

, understood, but they do not appear to be the principal ones in
the dyl.amics of the magn_tosphere. At the moment, rapid nonadia-
batic particle transport during magnetic storms and magnet.spher-
ic substorms have been studied least of all. The development of !
research in this direction is one of the basic problems of magneto-
spheric physics at this time.

]

In conclusion, I take this opportunity to thank A.I. Ycrsh-
kovich for a discussion of the problems touched upon in this re-
view.
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VIBRATIONS OF THE EARTH'S MAGNETIC TAIL

(_Tar,slation of '_olebaniyamagnitnogo khvosta zemli.")

A. I. Yershkovich and A. A. Nusinov

ABSTRACT

The natural-vibration period of the tail (regarded as bundle
of magnetic line-of-force strings) and the characteristic
time of recurrence of magnetospheric substorms are 9f the
smme order, suggesting the possibility of a relation between
these phenomena. A model of the tail in the form of a plasma
cylinder whose free boundary is immersed in the interplanetary
plasma is examined. The nature of the natural oscillatlons of
the tail excited by variations of the solar-wind pressure (for
example, on the appearance of geoeffective'5-50-keV protons)
is studied in this model. These vibrations have a total energy
of _10 22 erg, which is sufficient to generate magnetospheric
substorms. With 18 source citations.
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I

VIBRATIONS OF THE EARTH'S MAGNETIC TAIL m /191

A.I. Yershkovlch and A.A. Nusinov

The characteristic time of recurrence of magnetospheric sub- I
storms is of the order of 1-3 hours [1-3]. The frequency of the
auroras and their intergral luminous flux are subject to a simi-
lar periodicity [4]. It is possible that there may be a relation
between these phenomena and natural vibrations of the geomagnetic
tail with a period of the same order of magnitude. In the sim-
plified model of [5], the tail was regarded as a bundle of mag-
netic llne-of-force strings along which Alfven waves propagate.
The vibrations are excited by a blow against the lateral surface
of the tail that results from a change in solar-wlnd velocity.
This problem is analogous to the problem of excitation of a string
of length Z secured at its ends* by a blow from a flat rigid
hammer of width Z at velocity i_. In the coordinate frame whose

z axis is parallel to the undisturbed magnetic field B, the solu-
tion of the vibration equation

[

-6_ = x-_- (i)

has in this case the form [73

v(',t)= _ _ -_,m -_ ,in--_ sin --7--'
A a--I

S

where va=_--_ is the Alfven velocity and p is the plasma density.
The nmgnetic-field disturbance b is determined from the equation
of the magneti: line of force: dz/B-----dWb.Since the series (2) con-
verges rapidly, _e can confine ourselves to the first harmonic,
obtaining as a result

4v_B _: nVat ns sin sVAt
b(z,0=-RV_A_s-Fsin_ =_sq- --7--" (3)

Averaging over time and Inte&ratlng over z,& we flnd the total
energy of the tail vibrations [5]:

mPaper prepared in 1969. _

*The tail length Z can be understood as the distance to a large-
scale field inhomogeneity, e.g., to the neutral point in Dungey's
model [6], which arises on the appearance of a southward compo-
nent of the interplanetary magnetic field.

-_ 2.67

I
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4fm n*V_

where a is the radius of the tall. As an estimate, we shall take

1_2_ RF, (RF, is the radius of the-e_th, 6.4 • 108 cm), a = 25_,
average field in the tall B = l0 ¥, and an average particle con-

centration _0.1 cm-3 (el. [8]). Then the Alfven velocity VA = 10'

cm/sec and the period of the natural vibrations (the fundamental

tone) _Q = 2Z fA = 3 " ]J _ sec. The blow against the l_teral sur-
face of the tall may be due, for example, to protons with ener-
gies of _5-50 keV, which were detected in the s-lar wind by Frank
[9]. The average velocity of these protons coy _-oonds approxl-
mately to the approximately one-day lag time betw_ n flares on
the sun and phenomena on the earth: v _ 2000 km/sec. The aber- /192
ration due to the orbital motion of the earth (the aberration
angle a is about 0.1 rad [10]) gives rise to an impact velocity
_ aV_ 200 km/sec normal to the lateral surface of the tail.

_v tB

In this case, the vibration amplitude bo------_-V_-A_2.5 T and the energy

of the tail's vibrations _1022 erg, which is comparable with the
energy of a substorm. The maximum slope of a llne of force to the
z axis is b Q/B _ 0.2. The results of direct measurements of the
magnetic field in the tall (see, for example, [II, 12]) can ap-
parently be interpreted as a manifestation of natural vibrations
with values of b0/B of the same order.

For more detailed study of the mechanism by which the natural
vibrations of the tail are excited on a change in solar-wlnd param-
eters, and the nature of the vibrations themselves, let us con-
sider a model of the tall in the form of a plasma cylinder whose
free boundaey is immersed in the Interplanetary plasma. We shall
assume that the plasma is homogeneous, ideally conductive, and
incompressible, and that the frozen magnetic field B is homogen-
eous and parallel to the axis z of the cylinder. We shall regard
the lines of force at the ends of the cylinder z - 0, z = Z as
frozen into superconductive planes perpendicular to the z axis.
In this case, the llnearlzed system of magnetohydrodynamlc equa-
tions for small perturbations takes the form

8u
P-N- = -

div,,=0, (5)
8b

-- rot [v, B],

where v i_ the velocity of displacement of an elementary plasma
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! , B'_,Is
volume from its equilibrium posit!on and _=6kp+-_) the total-
pressure (gaskinetic and magnetic) perturbation. We introduce the
displacement vector _ of the elementary plasma volume, so that
v = _/at;"system (5) can then be written

p -_- = - w) + 4-_-_BV)(BV)_,,

div_= o, (6)

b= (BY)_

We shall seek all perturbed quantities in the form of supe:'posi-
tlens of standing cylindrical waves, i.e., products of the form

where r, ¢, and z are cylindrical coordinates and the _i are con-
stants. We ootain from the first equation of (6)

I

P (7)

Substituting _ into the second equation of (6) (incompressi-
bility condition), we obtai_ the Laplace equation A_ = 0 for _,
from which, considering the bo_ndedness of the solution as rand r �0and the boundary condition ._,=_, = 0 at z = 0, Z, we /193

obtain the perturbation potential _ on the inside and outside of
the cylinder in the form

(_i (r. t) = _, Cnm[,. (kr) sin kz cos mq_cos o)t,

_--O (8)

O. ( r, l) = i A,,mK,. (kr) sin kz CnSmq) Coscot,
vl_|
WIRO

where k = n_/l, Im and Km are modified Bessel functions of order m,

Cnm and Anm are constants that depend on the boundary conditions,
and the subscripts i and e pertain to the interior and exterior
plasma. The plasma parameters (density and magnetic field) change
stepwlse at the surface of the cylinder, i.e., we have a tangen-
tlal-dlscontlnulty-type boundary condition on the free surface.
In virtue of the equality of the total pressures on either side
of the tangential discontinuity (in both the equilibrium and per-
turbed states), we obtain

_ (a) = _. (a). ( 9 )
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The existence condition of the boundary requires continuity

of the radial displacement component _r on passage across the dis-
continuity :

_,,(a)= b,("). (I0)

Substituting the potential values of (8) into the boundary
conditions (9) and (10) and apl)lying (7), we obtain a homogeneous

algebraic equation system for 1;he coefficients Anm and Cnm:

An=K= (ka)-.C.,,Jm(ka)= O,

(ii)
A= K'=(ko) C._ l'=O=)

_-0.

p, (_'- k'-1_, Pl w'.-ktVt_i

A dispersion equation for the natural frequencies follows
from the existence condition for nontrivial solutions of system
(ii):

_,.__,l_(k,.)K=(k°)
k' I= (ka)K_ (ka)

o'= (o'.,,= _ 11(k,,)x,.(k,,) (12)
Pt -- P,

4,(ko)_,(ka)

Recognizing that the average plasma concentration in the tail
(_0.1 cm- ) is much lower than the concentration in the solar wind

(_5 cm-3, cf. [13]), we can let Pi in the dispersion equation
(12), so that it assumes the form

mt = B; B t (_)
4--_-p, p, ;i(ka)K(ko) " (13)

This dispersion equation actually describes the natural vibra-
tions of a cylinder with a "vacuum" (i.e., particle-free) magnetic
field surrounded by the interplanetary plasma, and the problem of
finding the perturbations Insiae of the earth's magnetic tall re-
duces to investigation of perturbations in a vacuum magnetic field
(which is equivalent to investigating the vibrations of a plasma

cylinder with a suzsequent unit transition Pi Since curl /194

bi = 0, in this case, we shall seek the bi in the form

b,= v*(,',0. (14)

The condition div b i = 0 leads to a Laplace equation for

_r, t). Considering that the lines of force are frozen in at the

ends (i.e., bzi - 0 at z = 0, Z) and recognizing that the solution
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is bounded-as r �0,we obtain

V_(r, t) = _ D.ml,, (kr) cos kz cos m_ cos cot. (15 )
n==_ 4

where Dnm is a coefficient that depends on tile boundary conditions.
In the case at hand, the boundary conditions are similar to those

for a fully skinned pinch [14]. Here the potential •! in (9) must •
Bib l

by replaced by _ (the change in the magnetic pressure), and the

boundary condition (10) then corresponds to a perturbed magnetic
field tangential to the perturbed boundary:

n. bi (a) = ,t (BiV) _, (a), (16) •

where n is the unit vector of the normal to the unperturbed bound- ..
ary. Substitution of _l,e(_.,t)and_(,.,t)into (9) and (16) yiclds a

system of algebraic equations for the unknown constants Armi and
D :
nm

B.

A,,J(_ (ka)+ D._-_ t:S_(k_)= 0,
(_7) i

A,,_ Bt kK_,(k_ 9,.J_ (_'a)= O,
P, o_2 -- k2t'_e

L

from whose solvability condition the dispersion equation (13) fol-
lows, as we should expect. We take the following estimates: con- :

centration of exterior plasma _5 cm-3, Be : 5 Y, concentration

inside the tail _0.I cm-3 as before, and Bi = i0 y. We consider _.

also that r/l < all,< 1;_then I;,llm _ mikr; KmlKm _._ -- m/kr for m # 0 and

_'o ! From the dispersion equation (13) weI'o/Io_ krl2; _ _ t

kr In -kT-

obtain the natural-vlbration frequency

B t f 2

_=..V.4__.i/y , .,.re=o, (18) i
Igg

II ]/ $ |o_-- ,__ B_+ B, _ m 4=O.
I V 4ap.

Thus, the period of the n_t.tral vibrations _o _ 2 hours at m ffi 0 _
and • _ 6 hours when m _ b. "

,+

Both the period of the vibra_+_ons and +helr to_al ene. gy are
close to the values characteristic for a magnetospherlc substorm,
indicating a possible rela_ionshi_ between these +phenomena. If "
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some nonlinear mechanism (which will not, however, be considered
here) disturbs the steady-state vibration process, this energy may

be released, at least in part, during a characteristic time _I/Va,
supplying energy at a rate of _10 *a erg/sec, which is close to the
amount observed during a substorm. 2

The amplitude of the magnetic-field perturbations at the earth
can ba estimated by equating the energy flux I(bV_)_a_VA in the tall
to the energy flux at the earth (see [5, 7]). Since the Alfven

velocity VA % lO s cm/sec near the earth, and the polar caps have

an area of _3 " 1917 cm 2, the amplitude of the periodic magnetic- _
field vibrations at the earth is _20 y. This figure agrees with
spectral energy density measurements for long-period (2103 sec) vi-
brations at the surface of the earth [15]. The electric field in
the tail

Fields of thls magnitude have been observed in the tall of the

magnetosphere [16]. Extending them into the ionosphere along equl-
potential lines of force, we obtain E _ 10-3 V/cm, in agreement with
the measurements_of [_7]. An estimate from the drift velocities of
auroral forms leads to the same values [18]. It is natural to llnk
the changes in drift direction during a magnetospherlc substorm
[18] to natural vibrations of the tail. The hydromagnetlc fluctua-
tions that have been considered give rise to ordered particle mo-
tlon.

We know that the average kinetic-energy density of particles
in hydromagnetlc waves Is of the order of the average energy den-
sity of the magnetic perturbation. Here the average particle ener-
gy (at leas$ on the periphery of the tail) is _i keV. Obviously,
the 3nergy of the thermal motion cannot be substantially smaller
than this value (ordered-motion energy can be transformed into
thermal energy, e.g., by the deve!opment of a two-stream-type in-
stabilltj). Thus, the natural-vibratlon mechanism may be respon-
sible for heating of the tail plasma to _I keV. According tc [8],
this is the temperature o£ the plasma in the tail.

The rotation of the earth may give rise to forced vibrations

2_ sin 2_t where T = 24 hours. Estimates
of the tail [5]: b(z.t)=b,ecs-_-_,, t

T

[5] indicate that the amplitude of the vibrations appearing as a
result of the inclination of the geomagnetic axis to the axis of

2The reverse effect, resonant buildup of tall vibrations by mag-
netospherlc substorms, is also obviously possible in principle.
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_,otation is b, i. , Which gives a vibr tion energy W _ 3 • 102A
ergs. Here the expenditure of the earth's rotational energy is
much smaller than the tidal expenditure and do6s not result in
any appreciable deceleration of the earth.

We note in conclusion that the magnetic energy stored in th6

tail, _.--,='l_ 1023 erg, is sufflcient'tc cause a magnetic storm of

several hundred gammas. Obviously, the tall should disappear tem-

porarily after such a storm (if it is the source of the latter's
energy •.

REFERENCES

i. G.K. Parks, T.W. Lezniak, and J.R. Winckler. Trans. Amer. C_-
phys. Union, 1968, Vol. 49, 228.

2. B. Hultqvlst. Rev. Geophys., 1969, Vol. 7, 129.
3. S.I. Akasofu. Space Research, 1968, Vol. VIII, 213.
4. V.N. Samsonov and N.S. Zaretskiy. Space-Time Distribution of

the Auroras. Paper at Thirteenth General Assembly of the In-
ternational Union of Geodesy and Geophysics. Berkeley, 1963.

j.= A.L Yershkovich. Kosmlcheskiye Issledovaniya, 1969, Vol. 7,
944.

6. J.W. Dungey, Phys. Rev. Lett, 1961, Vol. 6, 47.
7. A.N. Tikhonov and A.A. Samarski_. Uravnenlya matematicheskoy

flzlki (TP _ Equations of Mathemstlcal Pnyslcs), Moscow, GTTI,
1953.

8. Physics of the Earth in Space. A Program of Research, 1968-
1975, Nat. Acad. of Science, Nat. Res. Council, 1968.

9. L.A. Frank. Further Commentu Concerning Low-Energy Charged-
Particle Dlstributions within the Earth Magnetosphere and
its Environments. Preprint Univ. of Iowa, 1969, 69-42.

i0. F. Mariani and N.F. Ness. J. Geophys. Res., 1969, Vol. 74,
5633.

Ii. VoL. Pate]. Space Res., 1966, Vol. VI, 758.
12. K.W. Behannon and N.F. Ncss. Physics of the Magnetosphere. D.

Reldel Publ. Co._ Holl_.td, 1969, P. I!09.
13. R. Lust. In collection entitled: "Solar-Terrestrlal Physics"

"Mir," 1968, 13.(Rusq. ed.), Moscow,
14. B.B. Kadomtsev. In collectlon entlt "Voprosy teorll plazmy"

(Problems of Plasma Theory), Vo _ _scow, Atomlzdat,
1963, Pp. 134-136.

15. T.J. Herron. J. Geophys. Res , . , (59.
16. J.A. Van Allen and N.F. Ness. Geo _ Res., 1969, Vol_ 74,

71.
17. E.M. Weseott, J.D. Stolarik, and J._ Heppner. J. GenDnys.

Re_o, 1969, Vol. 74, 3479.
18. G.V. Starkov, Ya.P. Fel'dshteyn, and N.F. Shevnina. Motions of

Auroral Forms During the Development of n _uroral Substorm.
Trans. Polar Geophysics Institute of the Polar Branch, Acad-
emy of Sciences of the USSR _n preparation).

273

1975005635-276



I I

N75 1S7 2Z

oHORT-RANG_REPULSIVE FORCES BETWEEN ATOMS AND MOLECULES OF ATMOSPHERIC GASES

(Translationof "i[orotkodeystvuyushchlyesily ottalkivaniya
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ABSTRACT

The results of experimental determination of the paired inter-
action potential of atoms and molecules composing the atnos-
pheres of the earth and the planets are described. Three
tables, i illustration, and 9 source citations.
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SHORT-RANGE REPULSIVE FORCES BETWEEN ATOMS /196
AND MOLECULES OF ATMOSPHERIC GASES

A.P. Kallnin, V.B.Leonas, and A.V. Sermyagln

i. Investigation of short-range repulsive forces is of inter-
est both for the physics of atomic collisions and for description
of various macroscopic phenomena in which these collisions are a
dominant factor. Thus, data on the interaction potentials are of
interest for the problem of energy exchange between translational
and vibrational degrees of freedom of molecules and can be used to
improve the methods and, consequently, the results of quantum-
mechanical calculations of the energies, in analysis of hot-atom
chemical data, etc.

Among the numerous practical applications, we should note the
probleL of determining the kinetic properties of gases at tempera-
ture above 1000°K, when all direct methods for measurement of these
properties become difficult or even impossible.

The present paper describes the results of determination of
the paired-interaction potentials of the atoms and molecules com-
posing the atmosphere of the earth and the planets. Specifically,
the following systems were studied: NO-NO, N0-N2, NO-02, CO-C0, CO-
NO, CO-N2, C0-02, C02-C02, C02-0, C0_-02, C02-C0, C02-N2, CHa-CHa,
CH_-N, and NH3-NHa. Elastic scattering offers the most convenient
experimental method of determining the Intermolecular-lnteractlon
potentials. To overcome the well-known difficulties of construct-
ing a universal particle source for beams of electron-volt energy,
Amdur [1] proposed a modification of the method that uses the scat-
tering of fast particles (energies _l keV) at very small angles
(_10-" rad).

2. An apparatus for investigation of small-angle elastic scat-
terlng was described in detail in [2, 3], and we shall therefore
dwell briefly only on certain improvements made to it.

A neutral beam of practically arbitrary atoms, molecules, and
radicals is formed by charge exchange in an ion beam passed through
an analyzing magnet and separation of the neutrals from the mixed
beam in a plunar separating capacitor. The beams were ribbon-
shaped, and Oh-Jr energy could be varied from 600 to 4000 eV. They
were registerea with a secondary electron multiplier (SEM), and
their intensi_s were sufficient for measurement of the total and
differential attering cross sections (through angles up to i0°).

Neutral beams in a predetermined electron state (Eround or
metastable) ;ere created by selecting the charge-exchang_ partners.

: The geometry of the setup was such that partibles deflected through
angles larger than i0"s rad during charge exchange would not enter
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the colli_ted neutral be_; this provided for selection of parti-
cles that exch_ge charge with a s_ll ener_ defect.

An electro_gnetlc valve admitted the gas to be Investigated
into the scattering cha_er. Use of a constant-flow valve _de it
possible to reduce the relative error of the scatterin_cross-
section measurements to +i_ _d _de it easier to work with scat-
tering gases that "poison' the heated filament of the ionization
manometer (for example, hydroca_ons).

3. _en fast neutral beams /i_
• _ are elastically scattered, the

I_ 1 qu_tity t° be measured is the
integral scattering cross section

u _ Q(E) as a f_ction of beam energy.

__ - i The Integral cr°ss secti°n is re-
the initial intensity 10 of a

,_0 be_ that ha_ traveled a distance

' AZ in a tarl_et with density n by

!_!I the relation a! _

_a , t _ ,_v The figure shows experimental
c_ves of cross section vs. ene,'_
for the syste_ studied.

Zffective TotalScattering

Cross Sections Q as F_c- As was shown in [4], the
tions of Ener_ E. measured cross section Q(E) cat,

be represented in the classical
approximation in the fo_

R

,_(o)[i-/o(o)l.,_,oao= 2,,_b[i--/o(e(b))l_b. C2)Q(e) ,J

In this expression, _(e) is the differential scattering cross sec-
tion, b is the impact parameter, and f0(8) is an instrumental func- ,

: tion that characterizes the efficiency for registration of parti-
cles scattered at an angle e. The function f0(e), which is deter-
mlne_ by the geometry of the apparatus and by the characteristics
of the beam, was calculated for the conditions of the present ex-
periment in [4]. The interaction potentials of the systems listed

:,- above are anisotropic, since the interaction forces depend on orien-
tation. In this case, expression (2) assumes the form

o@

II 1I'"'
O (_) (x9

z
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where ¢I and Xi are the angles describlng the relative orientation

of axisymmetric molecules relative to the plane perpendicular to
the relative-veloclty vector of the colliding particles.

To take account of nonsphericlty In the present study, we
chose a noncentral-fleld model in the form of the sum of contribu-
tions from force centers situated at the points occupied by the
atoms of the molecule and assumed to be identical.

TABLE 1. POTENTIAL PARAMETERS OF SYSTEMS INVESTIGATED /19_.
i

A-_JA,keV _ A-* _.keV System a. A-' A.keV[_. A-' ].keV

&

SyItem m

I

NO--NO 3.4010.326 3.26 2.158 CO,--CO 3.81 0.897 3.55 19.22
CO--CO 3.60 '[0.G53 3.47 4.742 CO,--O, 3.81 0.490 3.33 8.720

CO--NO 3.63 10"570 3.49 4.283 CO..--Ns 4.05 1.170 3.78 30.00
CO--N, 3.79 10.896 3.66 7.059 CO..--O 4.05 I..0,,) 3.89 10.00 ..

lqO--Nt 3.78 ]0.735 i3.6_ 5.780 NiIs--NH** 2,65 0.120
CO--O, 3.27 [0.408 3.t5 2,701 N--CH** 3.92 2.290
NO--O, 3.94 ]0.8_4 3.78 7,G22 CHa--CII** 4.45 2_,000

COs--COt 3.96 [ ! .090 3,43 t_,900

The parameters A and _ correspond to a molecular force-
field model in the f,rm of a point repulsion center;
they were calculated with a statistical error o_ 3%.

We see from expression (3) that to calculate Q(E) it is neces-
sary to find the deflection angle 0 (b,_,,xi,E)for a given b. In the
small-angle approximation (0_ V/E_I), which is satisfied in the ex-
periment described, the deflection angle 0 =_Ap/p [5],where Ap is the
transverse and p the longitudinal momentum,-whlch is determined by
the relative velocity. Thus, to find O(b,'¢_, x_.E) it is necessary to
calculate Ap(b,_i,X_,E). For this purpose, the interacting molecules
are projected onto the plane normal to the relative-velocity vec-
tor; then the distances between the projections of the atoms onto
this plane are found to equal the _mpact parameters for scattering
of the atoms of the impinging molecule by each atom of the target

molecule. These distances can be related to re , the equilibrium

interatomic distance in the molecule, and with the impact param-
eter, which corresponds to the motion with respect to the centers /
of gravity of the incident molecules. The vector sum of the mo-

menta acquired by atoms of the incident molecule on interaction
with atoms of the target molecule can be used to determine the de-
flection angle for a given relative orientation of the interacting i

,. particles.

For the systems studied, the additive potential is character-

i Ized by the interatomlc repulsion, which wa_ assumed to depend

exponentially on the interatomic distance: (V ffiA exp(-_r)).
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Expression (3) was calculated by a Monte Carlo method using
an electronic computer Ca BESM-4). The parameters A and a were
so chosen that the calculated Q(E) relation would coincide with
the measured one. The statistical error in calculating the i_te-
gral (3) was 1%, with a number ,f trajectories on the order of
i0 _. Table i gives values of the parameters A and a for the sys-
tems investigated.

For a selected orientation of the interacting molecules, the

interaction potential F(r.r,)=_,F(r,_),where r is the distance be-

teween the centers of gravity of the molecules and rij is the dis- _
tance between a_om i of the beam molecule and atom J of the target
molecule. For practical application, it is necessary to have the
spherically symmetrical potential averaged over all orientations:

L

_91{xj

It was found that the averaged intermolecular potential is described
accurately in the int_ractiom-energy range 0.i-i0 eV by the expo-
nential relation

V _ _exp(-- _). (5)

The parameters A and _ are also given in Table i.

4. Until recently, it had not been possible to analyze appli-

cability of the empirical combination rule Vii =_F_I.F_J for poly-
atomic molecules. The data of Table i for the averaged parameters
A and _ provide a good opportunity to run this check. On the
whole, it can be stated that, except for the C0-02 system, the
values of the interaction potential energies obtained by combina-
tion agree closely with the energies obtained for the parameters
found from direct measurements. In most cases, however, the param-
eters A and _ found by combination do not agree with those found
from measurements. For the NO-CO system, for example, the param-
eters obtained by combination are A = 32_00 eV, a'= 3.37, while
direct measurement yields A = 4283 eV, _ = _.49; the interaction-
energy values for distances of 2.9 and 1.5 _ are 0.137 and 3.85 eV
respectively (combination) and 0.123 and 4.00 eV (direct measure-
ment).

Thus, a simple ruAe of combination can be used to estimate the
interaction energies of complex molecular systems, but caution
must be exercised in using the combination parameters for calcula-
tion of collision cross sections.

5. _lere are practically no reliable data that might be u_:ed
for comparison for the systems studied "in the present paper. Walker
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et al. interpreted their measurements of diffusion in flames [6]
in terms of the interaction potentials for the N02-C02 and 02-C02
systems. The potential parameters do not agree with the data of
the present study in the overlapping range of intermolecular dis-
tances.

Mason and Yun [7] used a semiempirical method to determine
the V(r) in the _overlapping range of approach distances for the
N-NO, NO-O2, and NO-Nz systems. Comparison shows that the theo-
retical values are approximately double the experimental values
(the ratio of the approach distances for the same V equals _0.9).
The difference is apparently due both to the crudeness of the
semiempirical method itself and to its application to molecules.
Recent thermal conductivity measurements in '_he range to 1500°K
are available for the CO-CO system [8], but tt is convenient to
make the comparison in terms of the collision integrals. The
value of the reduced collision integral _._ calculated from the
data of [8] agrees at 1000°K with that found in the present study.

6. The transfer coefficients are usually calculated with the

so-called reduced collision integrals _I_).I Strictly speaking, the
collision integrals should be found for the resulting anisotropic
potential, but the complexity of the calculations_Just_ifies the
determination of _I.,)for the averaged potential V = A exp(-ar).

Th_e reduced collision integrals are related to the parameters
A and a in Table 1 by the relation given in the literature [9]

_+,),[,-+'+'-'_1',+, J

where p=In(_Ik_,iand the l(z,s ) are tabulated in [9].

The calculated values of _c,.**,_cs.,,_are given in Tables 2 and S
and can be used directly to calculate the coefficients of diffu-
sion, viscosity, heat conduction (translational), etc. in the at- /201
mospheres of the earth and planets, both at the hlg_h temperatures
corresponding to conditions behind the shock wave and for the un-
disturbed atmosphere.

7. The results of the present study indicate that small-angle
scattering of fast beams is a highly efficient method for investi-
gation of atom-molecule interactions in the electron-volt energy
range.

The large number of easily accessible systems and the possi-
• bility of wide variation of the collision parameters render this
: method suitable fcr study of the interaction of complex polyatomic

systems.
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In conclusion, the authors" thank Yu.M. Belyayev and N.V. Kam-
yshov for their i-elp in the work.
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APPARATUS FOR CALIBRATIONOF O_-BOARD INSTRt_ENTSARD LABORATORY

MODELLING OF RAREFIED PLASMA FLOWS PAST MODELS

(Translation of "Ustanovka dlya kalibrovki bortovykh priborov i

laboratornogo modelirovaniya obtekaniya modeley

razrezhennoy plazmoy.")

Ye. N. Yevlanov, V. B. Leonas, and S. V. Umanskiy

ABSTRACT

Problemsjof laboratory simulation of artificial earth satellite
flight conditions in the ionosphere are examined, and a setup
capable of reproducing the basic parameters of ion flows (with
energies of 5-10 eV, energy-spectrum width _2.5 eV, and an in-
tensity of 2 • l0-8 A/cm -z) past measurement instruments and
satellite models is described. Possibilities for further im-

provement of the apparatus are discussed. With 2 tables, 5 il-
lustrations, and 5 source citations.
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U

APPARATUS FOR CALIBRAVION OF ON-BOARD INSTPUMENTS AND /202
LABORATORY MODELLING OF RAREFIED PLASMA FLO_JS PAST MODELS

" Ye.N. Yevlanov, V.B. Leonas, and S.V. Umanskiy

Satellite investigations of the ionosphere necessitated the
development of apparatus for simulation of the characteristic con-
ditions of outer space and, in particular, systems for laboratory
modelling of the motion of artificial earth satellites (AES) in the
ionospheric plasma.

TABLE i. BASIC PARAMETERS OF THE IONOSPHERE m

_t. k, ........... 300 500 1000 _000 aooo
Ave,_qp_mta_l-pztJ_Xe'
eencea_ nO, eu--" ...... 9.8.1(P 5,4.10' 2.9.1(_ I.t-I(P 1.0-10'
&verm_ ¢harlp_i:.l:e,rU_cle J

©olcentratlca me, cl-_'_ ..... 6.2.t(_ t.4-1(P 4.3.t(_ 1.3.t(_ t,1.10 i
AveraReeleet_ I_nperabwe
_. °z,.............. lOOO 15oo 200o 2500 2700 "
Therm_ wlocit_ of elect,

VT, = V|/"m_*_ .......... 1.2.10, t.5.10, t.8.10, t.9.10, 2.0.11p
_,mal veX_£_ of Icm_

•&vera_'e uolec ._ar _rA._; . .... 20,2 16,7 9,2 2,9 2,0
PrlaciIL%l_m coupoMnt' .... O+ O+ He+ He+ H+

SateELit_ ve.loctty _W , _/aeo . . . 7,7.t0 5 7.6.t0 s 7.4-1_ 6.9.i(_ 6.5.t0 s ._
_tte tieZd. _(S)- ....... C,_ 0,37 0.32 0.23 0.i$
Ave_q_e frequency of electxeo-i_
©eIAlslmm@cA'8ee'1_ ..... 780 2",0 36 24 1_

_e_t_-_-l_e free 1_t;h ke£_ _ 2.5.|0' 1,t.10 _ 7,8.10 _ 1,3.10' 2,3.10 _
-- i

eCommas indicate decimal points.

The present paper describes apparatus designed both for labora-
tory calibration of on-board instruments used to study the upper
ionosphere and for study of rarefied ionized-gas flows past scaled-
down AES models.

Naturally, the parameters of the laboratory plasma must make
a close approach to those encountered in the upper layers of the
ionosphere; Table i presents a brief summary of ionospheric data.

Ion-current densities per i cm 2 of satellite surface at Vsa - 8
i ' 10s cm/sec are given in Table 2 [I].

It may be concluded from examination of Tables I and 2 that
a device for calibration of on-board instruments must meet the
following requirements.
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TABLE 2. CURRENTS PICKED OFF The neutral-gas pressure

1 cm 2 OF DETECTOR SURFACE AREA must be quite low, Pc z 1 • 10-7ON A SATELLITE (A/cm;) |
Torr in order to simulate the
vacuum conditions of the upper

c_,.n, ionosphere (Table i) and prevent
H._, undesirable charge exchange and_ + NO+

scattering of icns on the re-
sidual gas.

200 2.4 "lO_ i.6"i04

250 4,8-I0'e-e 4"i_ze A monoenergetic ion beam /203
3oo 4.1o_ S.4.i_,, with energies of 5-10 eV and a
40o 1.6.10_ -- current density _2 • A0-eA/cm

must be formed. (The energy of
the ions incident on the sur-

mCommas indicate decimal face of the satellite is deter-
points, mined basically by the latter's

velocity and, for example, is
4.3 eV for oxygen (0+) ions

with an energy-spectrum width of _2 eV.) Provision for monitoring
the ion composition of the stream would be desirable. The stream

cross section must be quite large (Dbeam - 5-10 Dmodel;.

The ion stream must be neutralized for laboratory simulat:on
of flows past AES models, and the parameters of the resulting plas-
ma must correspond to the dimensionless modelling scale coeffi-
cients [2].

Descrlption of Apparatus

An apparatus for simulation of rarefled-plasma flows and cali-
bration of on-board instruments used to measure the parameters of
the upper ionosphere was built with consideration of the require-
ments set forth in the introduction.

A diagram of the appalatus appears in FAb. 1. Its external
appearance is shown in Fig. 2. It inc _ _orates an ultrahard-vacuum
chamber with a sorption-type evacuatin_ system, an ion source wlth
neutralizer to form the stream of rarefied plasma, and dlagnos_ic
equipment for the p]%sma stream.

The vacuum system of the unit must meet special requirements.
The pressure of the neutral gas in the )rking space must be so
low as to minimize charge exchange and scattering of beam ions on
the residual gas, since the formation of charge-exchange ions may
strongly distort the results of measurements both of flows past
reduced AES models and in the course of calibrating on-board in-
struments. The evacuating units must have high capacity to main-
tain the low pressures, considering the rather high gas loads on
the vacuum system when strong ion beams are produced (energies of
5-1o ev).
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Figure 1. Diagr_ of Apparatus.
z l) Ion source; 2) diaphragm; 3)

neutralizer; 4) solenoid; 5)
Faraday c_linder; 6) ion flux
direction sensor; 7) condenser;
8, 14) rotary fixtures; 9)
llquid-nitrogen-cooled copper J

surface (azotite); I0) titanium U _ 91

vaporizer; ii)manometer; 12) _ ./ _ __-_| __mass spectrometer; 13) instru- _

ments _,obe calibrated; 15)gas- ._--__' '
admission valve; 16) cha_er rm.p--

housing. _, _ t

Org_ic substances (oils) Figure 2. External Appear-that form fil_ on the detecting
elements of the dia_ostic in- ance of Apparatus.
strumentation may not be present
in vapor form in the residual gas,
i.e., the vacuum systems must be oilless. The so-called azotite
evacuation system, which is formed by a titanium film vaporized
onto a surface that can be cooled to the temperature of liquid
nitrogen (the azotlte) conforms best to the above requirements.
This type of evacuation was used in the present unit.

The vacuum system of the apparatus is not heatable; the pack-
ings are of rubber, The chamber used in the installation is a
stainless-steel cylinder 1 m in diameter and 0.64 m long. It ac-
co_odates a cylindrical copper liner (azotite), cooled to the /205
temperature of liquid nitrogen. An electron-beam titanium
vaporizer with a capacity of C.I g/min is installed in an exten-
sl_ on the bottom of the chamber. Titanium is w porized onto the
entire inner s_face of the liner.

The end flanges of the unit carry the ion s ,urc_ and instru-
ments for diagnosis of the plasma stream. It is nct desirable to
place on-board instruments in the _ain chamber space for calibra-
tion because of the presence of the continurusly vaporized titan-
ium. Deposition of titanium results in the formation of
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electrically conductive coatings on the walls, current leadins,
insulators, etc. Screening of the instruments lowers the evacua-
tion rate substantially owing to the reduced effective evacuating
area. On-board instruments to be calibrated are secured on a

rotary fixture that permits study of their an&_lar characteris-
tics. Diagnostic apparatus for determination of the principal
characteristics of the beam are mounted in the adapter pipe (Fig.
I) coupling the working space to the main chamber. The Faraday
cylinder s mounted on a plotter for deterrAination of the ion-
current density. The divergence off _he ion beam is anslyzed with
a closely collimated channel electron mu_ iplier (CEM) with an
entrance-aperture diameter of 1 mm and a gain of _10 6. The col-
limator was a tube _0 mm long and 1 mm in diameter. The diver-
_ence is measured accurate to 10 minutes.

The channel multiplier is also used _s a detector in measure-
ments of the energy and mass composition of the ion beam. It is
pro3osed that electron concentrations mld temperatures be measured
with probes mounted on the same plotter. .

The neutral-gas pressure in the device is measured with types
LM-2 and MI-2 open metallic manometers. A quadrupol_ mass spec-
trometer is used fez gas analysis.

s-lo!z/m=

No

IB

_e-4--z j _jr /e'r 2 j _'_ /o-o p,m_Hs

Figure 3. Rate of Neutral-Gas Evacuation
as a Fun,_tion of Pressure. l) N,; 2) I_2;

3) co=.

A hard-vacuum V_-2-3 pumpln_ ,mLt fitted with a reliable
nitrogen trap is used for preliminary evacuation of gas from
the unit. When in operation, this unit evacuates the space be-
tween the chamber and the azotite. The walls of the azotite are
unbroken on the diffusion-pump side, and this sharply reduces mi-
gration of oil vapor from the pump into the working space of the
apparatus. These precautionary measures result in a practically
oilless vacuum in the unit.
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The &as evacuation rate S is determined in units of this type
by the surface area F of the tltanlum-coated azotite (liner), pro-

D
vided that the metal is vaporized rapidly enough. S= 7--4--_ _ is

the average thermal velocity of the neutral-gas molecules, and 7 '
is the sticking probability. The latter depends on the nature of
the gas; for N2 and H2, for example, y z i, and is small for inert
gs_es. A diffusion pump is used for evacuation of inert gases. The
measured evacuation rates are plotted against pressure in Fig. 3
and amount to S = 800 • 103 Z/sec for Ha and S = 200 • 10 3 Z/sec
for N2 at a pressure of 1 • i0-s Torr.

When the VA-2-3 diffusion unit is used alone, the maximum
vacuum in the apparatus is 1 • 10 -7 Tort. Cooling of the azotites
with liquid nitrogen gives 1 • 10-7 Torr. Thirty minutes after
vaporization of titanium, the chamber pressure is 2 • i0-i Tort.
The vacuum llmlt after several hours of operation is 1 • 10-g Tort
(with titanium vaporization). Mass spectrograms of the residual
gas in the chamber indicate the total absence of oil vapor (re- -._
sJdual gas composed of COs, Ha, and CH_).

The limiting current that can be obtained from t_e ion source
cad be estimated from the vacuum capabilities of the system. Let
us assume that the working pressure in the chamber is 1 • 10-7 Tort
so as to exclude charge exchange and scattering of beam ions on the
neutral gas. The working gas is nitrogen Na. Pull simulation of /20__6
upper-ionosphere conditions wouid require that oxygen (0+ ion) also

be used in t!,e working gas, but oxygen can be replaced by any _as
of similar m_tss for flow-problem and calibration work, since 0T
and, for example, N_ are registered identically.

The maximum neutral-gas (Na) flux that we can admit into the
chamber at a pressure of i0-7 Torr is

= Sp..

where S is the evacuation rate in Z/sec and Pk is the operating

pressure in the chamber. For Na, the evacuation rate S = 200 •

• i0 3 Z/sec. Consequently, qmax = 6 • 10 7 sec-*. The pressure i

in the neutral-gas stream will be somewhat higher, but at a dis-
tance of _i cQter (location of the instruments to be calibrated),

• it is i0-7 Torr. If we assume a sticking probability y : I0-_ (for
; a source with electron-impact ionization), the maximum current that

can be taken off the ion source is I = i0 -5 A. At a beam diam-
max

eter of 6 cm= the current density Ima x = 3 " i0-7 A/cm* (at a height

of 500 km above the surface of the earth, the O+-ion current den-

sity Io+ - 2 • I0'' A/cm_).

A rarefled-plasma stream with the necessary parameters is
, formed by a source with electron-impact ionization, with the space

i
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charge of the ion beam compensated by electrons generated by special
neutralizers. The choice of an ion source of this type was dictated
by the need to obtain a beam of low-energy ions (5-10 eV) with a
rather narrow energy spectrum (Aw = 2 eV) and a large beam cross
section (diameter 8 cm). Sources of other types do not meet these
requirements [3S-

The source consists of a cathode unit that forms a flat elec-
tron beam, an ionization space formed by two grids, and an acceler-
ablng grid. The gas is ionized in the equlpotential space by a
transverse electron beam, thus ensuring rather small scatter of the
ion energies.

The Pierce system [4S is used to produce a flat electron beam
that defines the ionization space sharply (which is essential if
a monoenergetlc ion beam is to result)• The flat stralght-channel
cathode is of yttrium oxide applied to a tantalum base. The cathode
is l0 cm long, 1.5 mm wlde, and operates at 1400°C. The cathode
unit delivers an emission current of 30 mA; the broadening /207
of the electron beam due to the space-charge effect on the ioniza-
tion length (10 cm) is l0 mm.

The Ionizatlon-space and accelerating grids are made of cop-
per with a 0•05 x 0•05 mm mesh and 85% transparency.

A positive potential corresponding to the ion energy (5-10 V)
is applied to the ionlzatlon-space grids; the accelerating grid is
at chamber potential. The ions formed in the ionlzatlon space (the
energy of the ionizing electrons is adjusted to the maximum ion cur-
rent and is usually 50-200 eV) leave it with thermal velocities,
and are then accelerated to the chamber by the grid and move in the
equipotential space of the chamber. The gas stream supplied into
ionization space is shaped by a set of passages to ensure optimum
directivity (passage length 20 mm, diameter 0.3 mm, total number
200)•

_, _1_= Acquisition of strong
, ion beams with 5-10-V energies

_-a ,_ = _ presents certain difficulties.
_'/ Consideration of the space

,r, J charge created by the ions

lowers the current that can
_" be taken from the source (3/2

, , ,,, , , ,,, .... , law). For lO-eV ions and a
m ,N v,\ distance of i cm between the

extracting electrode and the

Figure 4. Ion Current as a Func- plasma boundary, Ima x = 3.3 •
tion of Ion Energy (Nitrogen • l0-7 A/cm 2 which is quite
Working Gas) 1,2) 15 cm from• adequate for flow modelling
source; i) Ie = i0 mA; 2) Ie = 5 and calibration. Ion beams
mA; 3) 150 cm from source, Ie = diverge strongly at such low
-5mA.
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energies owing to Coulomb repulsion and as a result of the defocus-
ing action of the initial thermal velocities and the effects of the
grid meshes. The strength of the beam drops off accordingly. For
the N2 ion, for example (initial ion-current density 5 • 10-' A/cm z,
energy l0 eV, ion-beam diameter 6 cm), beam intensity drops off by
a factor of 2500 on a length of 150 cm, and the diameter of the
beau increases by a factor of 50. Figure 4 shows an experimental
plot of ion current against accelerating voltage. The intensity
of the ion flux was measured both near the source (15 cm) and at a
distance of 150 cm, and the working gas was nitrogen N2. The
figure shows that in the former case the intensity of the ion beam
reaches saturation even at an extracting voltage of 5 V, i.e., the
ion current is not limited by the space-charge effect. For the
150-cm source distance, the ion current increases with accelerat-
ing voltage and becomes equal to the current for the 15-cm dis-
tance at U = 300 V.

The divergence of the ion beam due to Coulomb repulsion can
be reduced substantially by compensating the ion-beam space charge

?with electrons generated by a special source.

The ion source described above delivers ion beams with ion

energies from 5 eV with intensities of 2 • i0-' A/cm 2 and higher.

Tne energies of the beam ions were determined by two methods:
the decelerating-potential method and the time-of-flight method
using a base of known length. The decelerating-potential method
is well known; it has disadvantages in the possibility of error
due to changes in the grid potentials when an adsorbe_ layer forms
on them, the contact potential difference, and sagging of the elec-/208
trostatic field in the meshes of the grids [5]. The time-of-flight_
method is free of these shortcomings. This method is universal in
that it can be used to determine the velocity distribution func-
tion of the ions and its moments, density, velocity, _nd energy.

Successful application of this method requires a fast electri-
cal shutter to interrupt the ion flow and an ion detector with a
small time constant. Tl_e ion-beam shutter must not distort the
characteristics of the ion beam being studied (distribution func-
tion, energy, mass composition, etc). In our case, a condenser is
used as a shutter. It consists of fifty serles-connected planar
capacitors placed one above the other (distance between plates 3
mm, plate length l0 cm, width 15 mm).

The stacked construction of the condenser makes it possible ;
to reduce its bulk substantially and to eliminate the influence of
its stray electric field on the motion of the ions at 90% trans

mission. This condenser has a short time of flight for an ion
moving at a velocity of 8 • l0 s cm/sec (10-6 sec), a factor of
importance in analysis to determine the monoenergetic property of i

: the ion beam. In practice, the velocity distributions of the ions
were measured as follows: a conUnuous v_tage (_ 20 V) was applied !

L] 2 89 .:
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Figure 5. Measurement of Ion Velocity in
Beam and Composition of Beam. The upper
scan indicates the. shutter opening time;
the lower scan is the time-of-fllght dis-
tribution of the ions (flight base 150 cm,
ion energy 20 V).

to the condenser plates to deflect the ion beam; at time t = 0,
the voltage was removed from the condenser and the ion beam struck
the collector. The Ion-deflecting voltage was again applied to the
condenser at a time t = T. In this case, the collector ion cur-
rent will be described by the formula

t

! (t) = 1o I _ (t) dr;

where 10 is the steady-state beam current, • is the shutter open
time, and t is the observing time. If we take x_t, _e have I(t) =
I0¢(t)x. Thus, we obtain the tlme-of-fllght distrib .ulon rune- /209
tlon of the _ons at once, and since t = L/v, we also have the
ion velocity" distribution. For monoenergetlc beams, this method
can also be used to determine the mass composition of the beam.

A typical oscillogram of the ion current onto the collector
in t_me-of-fllght measurements appears in Fig. 5. It is easily
determined from the oscillogram that the ion beam consists of ions
c2 hydrogen H_, argon Ar +, Ar+_, and nitrogen N_ (the original gas
mixture). The energy-spectrum width for argon ions Ar + is 2.5 eV.
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1975005635-293



CONCLUSION

An apparatus was built for study of rarefied plasma flows
past earth-satellite models and calibration of on-board instru-
ments for measurement of the structural parameters of the upper
ionosphere. The vacuum system of _he apparatus has n high evacu-
ation rate and can maintain low pressures (I0-_ Tort) under its
operating conditions. The ion flux (with energie_ from 5 to i0
eV and 2.5 eV monochromaticlty at a flux intensity of 2 • i0-s
_/cm 2) is quite adequate for calibration of on-board instruments.
The energ_ of the beam can be raised to 300 eV. The necessary
diagnostic apparatus has been built and tested.
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